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Chapter 1

Introduction

The main question in Random Matrix Theory is: what can we say about spectral properties (eigenvalues
and eigenvectors) of large matrices with random entries?

Remarkably, we can say a lot, as we will see from a few examples now and later in the course.
Moreover, the answer to such question ‘extends’ far beyond the original context of matrices with
random entries.

1.1 A first numerical exploration

1.1.1 Emergence of the semicircle distribution

Consider a random n× n matrix X with i.i.d.1 entries Xi,j , normally distributed2. A random matrix
distributed as the matrix (X+X>)/2 is said to be a matrix from the Gaussian Orthogonal Ensemble
(GOE), or just a GOE matrix. A GOE matrix is surely symmetric, so it has real eigenvalues; let us
plot them.

n = 100 n = 500 n = 1000

Figure 1.1: Eigenvalues (scaled by 1/
√

2n) for GOE random matrices of size n = 100, 500, 1000.

A semicircle-shaped distribution emerges. This is called Wigner semicircle distribution.

Let us repeat the same construction, this time with Xi,j being i.i.d. Bernoulli random variables
taking the values ±1, each with probability 1/2. The same semicircle law appears!

n = 100 n = 500 n = 1000

Figure 1.2: Eigenvalues (scaled by 1/
√

2n) for Bernoulli random matrices of size n = 100, 500, 1000.

1Independent and identically distributed
2i.e. their distribution is the standard Gaussian with zero mean and unit variance, with density (2π)−1/2 exp(−x2/2).
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Chapter 1 – Introduction

Two things should be remarked.

• Universality : the same semicircle distribution appears for different specific entry distributions.

• Concentration of measure: for any realization of a random matrix, the eigenvalue histogram looks
like a semicircle distribution (more and more accurately as the size increases). In other words,
the average behavior is also the typical behavior; see Figure 1.3 for some different realizations
of the GOE of the same size. Thus a random matrix is actually more predictable than a fixed
matrix!

Figure 1.3: Eigenvalues (scaled by 1/
√

2n) for three different realization of a GOE matrix size n = 500.
The semicircle distribution is also shown.

The universality of Wigner semicircle law holds under mild analytic assumptions on the specific
entry distribution; in particular these are not satisfied for instance by the Cauchy distribution (the
measure 1

π
dx

1+x2
on R), see Figure 1.4.

Figure 1.4: Eigenvalues for the symmetric matrix (X + X>)/2 obtained from a realization X of a
1000× 1000 random matrix with i.i.d. Cauchy entries Xi,j .

1.1.2 Eigenvalue repulsion

Another class of examples consists of orthogonal matrices; a natural way to generate them is to
consider a matrix X with i.i.d. Gaussian entries and then construct a random orthogonal matrix
by applying the Gram–Schmidt procedure to X (say, column-wise). The ensemble of such random
matrices is called Circular Orthogonal Ensemble (COE), and a random matrix from this ensemble is
said to be a COE matrix.

The eigenvalues of a COE matrix are random points on the circle; in Figure 1.5 you can see the
difference between a realization of the eigenvalues of a COE matrix and i.i.d. realizations of the
random uniform distribution on the circle.

In this example we can clearly observe repulsion for the eigenvalues of a random matrix.
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Figure 1.5: On the left: eigenvalues of a 100×100 COE matrix. On the right: 100 random independent
points on the circle (sampled according to the uniform probability distribution on the circle).
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Chapter 2

Invariant ensembles

2.1 Background material on matrix groups

2.1.1 Notations

Definition 2.1.1. We denote Cm×n (resp. Rm×n) the set of m×n matrices with complex (resp. real)
entries. Given M ∈ Cm×n the transposed matrix is the matrix M> ∈ Cn×n with entries

(M>)ab = Mba, 1 ≤ a ≤ m, 1 ≤ b ≤ n. (2.1.1)

Given M ∈ Cm×n, the adjoint matrix M † ∈ Cn×m is the conjugate transpose matrix, namely its
entries are related to those of M by

(M †)ab = Mba, 1 ≤ a ≤ m, 1 ≤ b ≤ n, (2.1.2)

where z = x− iy is the complex conjugate of z = x+ iy ∈ C. ��

Definition 2.1.2. A matrix M ∈ Cn×n is Hermitian if and only if M † = M . A matrix U ∈ Cn×n is
unitary if and only if UU † = 1. We denote:

Hn := {M ∈ Cn×n : M † = M}, (2.1.3)

Un := {U ∈ Cn×n : UU † = 1}. (2.1.4)

��

If (, ) is the standard complex inner product, (v, w) =
∑n

i=1 viwi, then for all M ∈ Cn×n

(v,Mw) = (M †v, w), ∀v, w ∈ Cn. (2.1.5)

Hence

M ∈ Hn ⇐⇒ (v,Mw) = (Mv,w) for all v, w ∈ Cn, (2.1.6)

U ∈ Un ⇐⇒ (Uv,Uw) = (v, w) for all v, w ∈ Cn. (2.1.7)

In particular U ∈ Un if and only if its rows (or, equivalently, its columns) are orthonormal.

We shall assume that vectors in Cn are column vectors, namely Cn = Cn×1, so that if v ∈ Cn, v† is
a row vector; in particular (v, w) = w†v. We also denote ‖v‖ := (v, v)1/2 the norm of a vector v ∈ Cn.

We shall denote e1, . . . , en the standard basis of Cn, and Eij = eie
>
j ∈ Cn×n the elementary

matrices with 1 at the entry (i, j) and 0 elsewhere, leaving the size n implicit as it will always be clear
from the context.
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Chapter 2 – Invariant ensembles

2.1.2 Spectral theorem for normal matrices

Definition 2.1.3. M ∈ Cn×n is a normal matrix if and only if MM † = M †M . ��

Unitary and Hermitian matrices are examples of normal matrices.

Theorem 2.1.4 (Spectral Theorem for normal matrices). M ∈ Cn×n is normal if and only if M =
UDU † for U ∈ Un and D diagonal.

To prove this we first prove

Lemma 2.1.5 (Schur decomposition). For any M ∈ Cn×n there exist U ∈ Un and an upper triangular
T ∈ Cn×n such that M = UTU †.

Proof of lemma. We use induction on n ≥ 1. The case n = 1 is obvious so we assume n ≥ 2.
M ∈ Cn×n has (at least) one eigenvalue λ ∈ C, so let v ∈ Cn be such that (v, v) = 1 and Mv = λv. By
completing v to a basis of Cn and using Gram–Schmidt we can construct V ∈ Un whose first column
is v, namely V e1 = v; therefore

MV e1 = λV e1, (2.1.8)

hence

V †MV =

(
λ . . .

0 M̃

)
, (2.1.9)

for some M̃ ∈ C(n−1)×(n−1) and the dots stand for entries whose value is inconsequential to our
argument. By induction, there exists Ũ ∈ Un−1 and an upper triangular T̃ ∈ C(n−1)×(n−1) such that
M̃ = Ũ T̃ Ũ †, and so (

1 0

0 Ũ †

)
V †MV

(
1 0

0 Ũ

)
=

(
λ . . .

0 T̃

)
, (2.1.10)

and so U := V

(
1 0

0 Ũ

)
is unitary and satisfies the conditions of the theorem.

Proof of theorem. Let M ∈ Cn×n be normal, and write M = UTU † with U ∈ Un and T upper
triangular. T has to be normal as well; indeed

0 = MM † −M †M = U(TT † − T †T )U †. (2.1.11)

Therefore it is sufficient to prove that an upper triangular matrix is normal if and only if it is diagonal;
to see it we write

T =

(
a b†

0 T̃

)
(2.1.12)

for some a ∈ C, b ∈ C(n−1)×1, and T̃ ∈ C(n−1)×(n−1) upper triangular. Then

TT † − T †T =

(
a b†

0 T̃

)(
ā 0

b T̃ †

)
−
(
ā 0

b T̃ †

)(
a b†

0 T̃

)
=

(
(b, b) . . .
... T̃ T̃ † − T̃ †T̃ − bb†

)
(2.1.13)

so that b = 0 and T̃ is an upper triangular matrix of size n − 1 which is normal. Induction on n
completes the proof of the theorem.

Corollary 2.1.6 (Spectral Theorem for Hermitian matrices). For every M ∈ Hn there exist U ∈ Un

and x1, ..., xn ∈ R such that

H = U

x1 · · · 0
...

. . .
...

0 · · · xn

U †. (2.1.14)
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Chapter 2 – Invariant ensembles

Corollary 2.1.7 (Spectral Theorem for unitary matrices). For every V ∈ Un there exist U ∈ Un and
z1, ..., zn ∈ S1 such that

V = U

z1 · · · 0
...

. . .
...

0 · · · zn

U †. (2.1.15)

Hereafter, the unit circle S1 is identified with {z ∈ C : |z| = 1}.

2.2 Lebesgue measure and unitary-invariant ensembles of Hermitian
matrices

2.2.1 The metric

Let us introduce a notation for the standard Hermitian inner product on Cn×n ' Cn2
;

〈M,N〉 := tr (MN †) =
∑

1≤i,j≤n
MijN ij (M,N ∈ Cn×n). (2.2.1)

Lemma 2.2.1. For any U ∈ Un the following maps Cn×n → Cn×n are isometries of (2.2.1);

1. LU : M 7→ UM

2. RU : M 7→MU

3. AdU : M 7→ UMU † (“adjoint map”)

Proof. Exercise (use the cyclic property of the trace).

2.2.2 Hermitian matrices

Recall that M ∈ Hn if and only if M = M †, i.e., if and only if M = X+iY for X,Y ∈ Rn×n satisfying
X> = X and Y = −Y >. Thus, Hn is a real vector space of dimension n2.

The metric (2.2.1) restricts to an euclidean metric on Hn;

〈M,M ′〉 := tr (MM ′) =
n∑

1≤i≤n
XiiX

′
ii + 2

∑
1≤i<j≤n

(XijX
′
ij + YijY

′
ij), (2.2.2)

for all M = X + iY,M ′ = X ′ + iY ′ ∈ Hn. Thus Hn is a real euclidean vector space. In particular,
the adjoint action AdU (U ∈ Un) is an isometry of Hn. (The other two maps in Lemma 2.2.1 do not
map Hn into itself).

The volume form associated with the euclidean metric (2.2.2) takes the form

ΩHn(dM) = 2n(n−1)/2
∏

1≤i≤j≤n
dXij

∏
1≤i<j≤n

dYij , (2.2.3)

(again, writing M = X + iY ) and will be referred to as Lebesgue measure on Hn.

Remark 2.2.2. In general, given a finite dimensional vector space V with a basis e1, . . . , en and a
scalar product (, ), the associated volume form is given by Ω :=

√
det1≤i,j≤n(ei, ej) ε

1 ∧ · · · ∧ εn, where
ε1, . . . , εn is the dual basis of V ∗, εi(ej) = δij . This is independent of the choice of basis. This explains

the normalization 2n(n−1)/2 in (2.2.3). ��

Lemma 2.2.3. For any U ∈ Un the adjoint map AdU : M 7→ UMU † from Hn into itself preserves
the volume form ΩHn.

Proof. It follows from Lemma 2.2.1.

11



Chapter 2 – Invariant ensembles

Example 2.2.4. When n = 2 a general element of H2 is M =

(
p q + ir

q − ir s

)
, for (p, q, r, s) ∈ R4.

The metric is

tr (dM2) = tr

[(
dp dq + idr

dq − idr ds

)2
]

= dp2 + ds2 + 2dq2 + 2dr2. (2.2.4)

The volume form is
ΩH2(dM) = 2dpdsdqdr. (2.2.5)

��

2.2.3 Unitary-invariant ensembles of Hermitian matrices

Definition 2.2.5. A unitary-invariant ensemble of Hermitian matrices is given by the probability
distribution

1

Zn
exp(−trV (M)) ΩHn(dM) (2.2.6)

where V : R 7→ R ∪ {+∞} (called “potential”) is a sufficiently regular and growing sufficiently fast at
±∞. (We set e−∞ := 0). More precisely we always assume that V is piecewise smooth and such that

lim
x→±∞

V (x)

log |x|
= +∞. (2.2.7)

The expression V (M) is defined via the spectral theorem, namely trV (M) = V (x1) + · · · + V (xn)
where xi are the eigenvalues of M . The normalization constant Zn is

Zn =

∫
Hn

exp(−trV (M)) ΩHn(dM) (2.2.8)

and we will see that (at least when V has no singularities) Zn < +∞ thanks to (2.2.7). ��

Example 2.2.6. 1. When V (x) = x2/2 the unitary-invariant ensemble is called Gaussian Unitary
Ensemble (GUE).

2. When V (x) =

{
x− α log x, x > 0,

+∞, x ≤ 0,
the unitary-invariant ensemble is called Laguerre Unitary

Ensemble (LUE); in this case α is a real number satisfying α > −1, in order to have Zn < +∞. By
the definition of V the measure is supported on the cone of positive-definite Hermitian matrices. Note
that in this case exp(−trV (M)) = (detM)α exp(−trM) (recall that etrL = det(eL) for any matrix
L). ��

Exercise 2.2.7. Prove that the matrix entries of the GUE are independent (i.e., their joint probability
distribution function factorizes). Compute Zn for the GUE. ��

According to the first part of this exercise, the GUE is a Wigner ensemble; we shall see later that
it is the unique unitary-invariant ensemble to have this property.

Exercise 2.2.8. Prove that if Z is a square random matrix of size n with entries Zij ∼ N(0, 1) +
iN(0, 1) then 1

2(Z + Z†) is distributed as a GUE matrix. ��

Here, for µ ∈ R, σ ∈ R>0, N(µ, σ2) denotes the Gaussian distribution with mean µ and variance
σ2, defined by the probability density function

1

σ
√

2π
exp

(
−1

2

(x− µ)2

σ2

)
. (2.2.9)

It is useful for the previous exercise to recall that if X1 ∼ N(µ1, σ
2
1) and X2 ∼ N(µ2, σ

2
2) are two

Gaussian random variables, then their sum is also Gaussian, X + Y ∼ N(µ1 + µ2, σ
2
1 + σ2

2), and that
if X ∼ N(µ, σ2) then cX ∼ N(cµ, (cσ)2), for any c ∈ R.
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Chapter 2 – Invariant ensembles

2.3 Invariant measure on the unitary group and the Circular Uni-
tary Ensemble

2.3.1 Generalities on invariant measures

Recall that a topological group is a group G equipped with a topology such that the map (g, h) 7→ gh
is continuous as a map from G × G (with the product topology) to G, and the map g 7→ g−1 is
continuous as a map from G to G.

Recall also that for a topological space X, a Borel measure is a measure defined on all the open
sets of X (hence on all closed sets of X, and on all the Borel sigma-algebra of X).

Definition 2.3.1. Let G be a topological group. A Borel measure µ is said to be left-invariant if and
only if

µ(gE) = µ(E), (2.3.1)

for all g ∈ G and all Borel subsets E ⊆ G, where we denote gE := {h ∈ G : g−1h ∈ E}. Similarly, it
is said to be right-invariant if and only if

µ(Eg) = µ(E), (2.3.2)

for all g ∈ G and all Borel subsets E ⊆ G, where we denote Eg := {h ∈ G : hg−1 ∈ E}. In case
it is both left- and right-invariant it is then said to be bi-invariant, or even just invariant when no
confusion should arise. ��

Note that if µ is an invariant measure, so is cµ for any c ∈ R≥0. We say that two measures µ1 and
µ2 are proportional if there are nonnegative constants (c1, c2) 6= (0, 0) such that c1µ1 = c2µ2.

Theorem 2.3.2 (Haar, 1933). Let G be a Hausdorff locally compact topological group. There exists a
nonzero left-invariant measure on G; moreover any two left-invariant measures on G are proportional.

The proof in this generality goes far beyond the scope of the course. Moreover, for Lie groups the
situations simplifies a lot (and was know long before Haar’s Theorem, at least since Hurwitz, around
1897), see for instance Remark 2.3.10. Since we will mostly work with Un, we will consider only this
case explicitly.

Example 2.3.3. 1. Any finite group is a topological group with the discrete topology. Any bi-invariant
measure is a multiple of the counting measure.
2. For (Rd,+) any invariant measure is a scalar multiple of the Lebesgue measure.
3. In general, left- and right- invariance are distinct, and so there might not be a bi-invariant measure.

As an example, consider the multiplicative group of 2×2 matrices of the form

(
a b
0 1

)
(a ∈ R>0, b ∈ R);

a left-invariant measure is a−2dadb (and it is not right-invariant) and a right-invariant measure is
a−1dadb (but it is not left-invariant). For compact Lie groups however, left- and right-invariant
measures are the same. ��

2.3.2 Invariant measure on Un

Un as a Lie group. Un is the level set of {1n}1 under the map

f : Cn×n → Hn (2.3.3)

defined by
f(M) = MM †. (2.3.4)

(Note that MM † is always Hermitian.)
Un is compact: the diagonal entries of UU † = 1n imply

∑n
j=1 |Uij |2 = 1 for all i = 1, . . . , n, so

that Un is closed (level set of a continuous map f) and bounded (|Uij | ≤ 1) and so Un is compact by
the Heine–Borel theorem.

1We shall denote 1n the identity matrix of size n.
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Un is (path-)connected: by the spectral theorem (see Corollary 2.1.7) for any U ∈ Un we have
U = V (exp(iϕ1), . . . , exp(iϕn))V † for some V ∈ Un and some ϕ1, . . . , ϕn ∈ R, and so the map
[0, 1]→ Un given by t 7→ U(t) with U(t) := V (exp(itϕ1), . . . , exp(itϕn))V † is a continuous path in Un

such that U(0) = 1n and U(1) = U .

Lemma 2.3.4. For all M ∈ Cn×n the differential dfM : Cn×n → Hn is given by the formula

dfM (X) = XM † +MX†. (2.3.5)

For any M with detM 6= 0, dfM has full-rank (i.e., it is surjective).

Proof. The differential is given by the formula

dfM (X) = lim
ε→0

1

ε
(f(M+εX)−f(M)) = lim

ε→0

1

ε
((M+εX)(M+εX)†−MM †) = XM †+MX†. (2.3.6)

Equivalently dfM (X) = XM † + (XM †)†. Next, suppose Y is an Hermitian matrix and M ∈ Cn×n
satisfies detM 6= 0; then

Y = XM † + (XM †)† (2.3.7)

always admits the solution X = 1
2YM

−†. Therefore, dfM is surjective whenever detM 6= 0.

It follows by the constant rank theorem that Un = f−1({1n}) is locally diffeomorphic to a domain
in Rn2

(note that Cn×n has real dimension 2n2 and Hn has real dimension n2). In other words, one can
locally parametrize Un in terms of n2 real coordinates, which we shall in general denote as p1, . . . , pn2 .

Remark 2.3.5. In differential-geometric terms, we have just proved that Un is a real smooth manifold of
dimension n2. Actually, matrix multiplication and inversion are smooth functions (rational functions
of the entries with nonzero denominators) and so Un is a Lie group. ��
Example 2.3.6. 1. U1 = S1 = {z ∈ C : |z| = 1} and can be parametrized by a single real parameter
φ as eiφ.

2. U2 consists of matrices

(
a b
c d

)
such that |a|2 + |b|2 = 1 = |c|2 + |d|2 and ac̄ + bd̄ = 0. Thus any

matrix in U2 can be represented as (
ei(ψ1−ψ2) cos θ eiψ3 sin θ

−ei(ψ1−ψ3) sin θ eiψ2 cos θ

)
(2.3.8)

in terms of 4 = 22 real parameters ψ1, ψ2, ψ3, θ. ��

Invariant measure on Un.

Definition 2.3.7. Given an Hermitian matrix M ∈ Hn, M = X + iY for real n × n symmetric and
skew-symmetric matrices X and Y , respectively, we denote

((M)) = (X1,1, . . . , Xn,n, X1,2, Y1,2, . . . , X1,n, Y1,n, X2,3, Y2,3, . . . , Xn−1,n, Yn−1,n) ∈ Rn2
, (2.3.9)

the real-valued row vector of size n2 obtained by ‘unrolling’ the Hermitian matrix M (and omitting
repetitions). ��

Note that the standard metric on Hn, see (2.2.2), can be written as (again, M = X + iY )

〈M,M〉 =

n∑
i=1

X2
ii + 2

∑
1≤i<j≤n

(X2
ij + Y 2

ij) = ((M))D ((M))>, (2.3.10)

for the n2 × n2 diagonal matrix D = (1, . . . , 1︸ ︷︷ ︸
n times

, 2, . . . , 2︸ ︷︷ ︸
n(n−1) times

).

Now, for any U ∈ Un there exists Û ∈ Rn2×n2
such that

((UMU †)) = ((M))Û . (2.3.11)

14
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Lemma 2.3.8. For any U ∈ Un, the matrix Û ∈ Rn2×n2
has det Û = 1. In particular, for any list of

n2 Hermitian matrices M1, . . . ,Mn2 ∈ Hn and any U ∈ Un we have

det

 ((U †M1U))
...

((U †Mn2U))

 = det

 ((M1))
...

((Mn2))

 (2.3.12)

Proof. From (2.3.10) and the fact that AdU : M 7→ UMU † is an isometry we obtain

D = Û D Û>. (2.3.13)

Taking determinants we obtain det Û = ±1. Since Un is connected and 1̂n = 1n2 , necessarily det Û =
1.

Proposition 2.3.9 (Invariant volume-form in local coordinates). Let p = (p1, . . . , pn2) be any local
coordinates on Un, and denote p 7→ U(p) the parametrization of Un. The differential form

ΩUn = g(p1, . . . , pn2)dp1 ∧ · · · ∧ dpn2 , g(p1, . . . , pn2) := det


((iU †(p)∂U(p)

∂p1
))

...

((iU †(p)∂U(p)
∂pn2

))

 (2.3.14)

gives an invariant measure on Un.

By the general uniqueness of invariant measures, any invariant measure on Un is a multiple of
ΩUn .

Proof. We have two sanity checks to perform before delving into the proof proper.
First, the matrix iU † ∂U∂pi is Hermitian: this is left as an exercise.
Second, the differential form ΩUn does not depend on the choice of coordinates pi. Namely, suppose

we have two different parametrizations p 7→ U(p) and p̃ 7→ Ũ(p̃), and the change of coordinates (defined
by U(p) = Ũ(p̃)) is p̃k = p̃k(p1, . . . , pn2) (1 ≤ k ≤ n2). Then, as for a general transformation, we have

dp̃1 ∧ · · · ∧ dp̃n2 = det
1≤i,j≤n2

(
∂p̃i
∂pj

)
dp1 ∧ · · · ∧ dpn2 . (2.3.15)

On the other hand, by the chain rule,

iŨ †(p̃)
∂Ũ(p̃)

∂p̃j
=

n2∑
k=1

i
∂pk
∂p̃j

U †(p)
∂U(p)

∂pk
, for all 1 ≤ j ≤ n2 (2.3.16)

and this relation can be re-written as the matrix identity
((iŨ †(p̃)∂Ũ(p̃)

∂p̃1
))

...

((iŨ †(p̃)∂Ũ(p̃)
∂p̃n2

))

 =


∂p1
∂p̃1

. . .
∂pn2
∂p̃1

...
. . .

...
∂p1
∂p̃n2

. . .
∂pn2
∂p̃n2

 ·


((iU †(p)∂U(p)
∂p1

))
...

((iU †(p)∂U(p)
∂pn2

))

 . (2.3.17)

Taking determinants we see that

g(p̃1, . . . , p̃n2) = det
1≤i,j≤n2

(
∂pi
∂p̃j

)
g(p1, . . . , pn2) (2.3.18)

and combining (2.3.15) with (2.3.18) we obtain

g(p̃1, . . . , p̃n2)dp̃1 ∧ · · · ∧ dp̃n2 = g(p1, . . . , pn2)dp1 ∧ · · · ∧ dpn2 , (2.3.19)

namely, the definition of ΩUn does not depend on the choice of coordinates.

15
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Now for the proof of invariance; we need to show that the transformation U 7→ V U (for a fixed
V ∈ Un) preserves ΩUn . For a given parametrization p 7→ U(p), this transformation corresponds to a
diffeomorphism p = (p1, . . . , pn2) 7→ p̃ = (p̃1, . . . , p̃n2) between domains of Rn2

, defined by the property
that U(p̃) = V U(p). Again, the measure dp1 ∧ · · · ∧ dpn2 transforms according to the general rule
(2.3.15); on the other hand

iU †(p̃)
∂U(p̃)

∂p̃j
=

n2∑
k=1

i
∂pk
∂p̃j

(V U †(p))
∂(V U(p))

∂pk
=

n2∑
k=1

i
∂pk
∂p̃j

U †(p)
∂U(p)

∂pk
. (2.3.20)

Then the proof continues as the proof of invariance of ΩUn under coordinate changes.
In general for compact Lie groups, left-invariance (which we have proved) implies right-invariance;

to see it directly, the transformation U 7→ UV (for a fixed V ∈ Un), in terms of a parametrization
p 7→ U(p), corresponds to a diffeomorphism p = (p1, . . . , pn2) 7→ p̃ = (p̃1, . . . , p̃n2) between domains of
Rn2

, defined by the property that U(p̃) = U(p)V . Now we have

iU †(p̃)
∂U(p̃)

∂p̃j
=

n2∑
k=1

i
∂pk
∂p̃j

(U †(p)V )
∂(U(p)V )

∂pk
= V †

 n2∑
k=1

i
∂pk
∂p̃j

U †(p)
∂U(p)

∂pk

V. (2.3.21)

Taking into account Lemma 2.3.8, the proof of right-invariance proceeds parallel to that for left-
invariance.

Remark 2.3.10. In general, left (resp. right) invariant measures for Lie groups G can be obtained
similarly by taking the wedge product of the independent entries of the one-form g−1dg (resp. dgg−1),
g ∈ G. ��
Example 2.3.11. For U1, whose elements are just phases eiφ, we have ΩU1 = ie−iφ ∂eiφ

∂φ dφ = −dφ, which
is clearly invariant. For U2, with the notations of Example 2.3.6, with some effort one can compute
ΩU2 = 1

2 sin(2θ)dθ ∧ dψ1 ∧ dψ2 ∧ dψ3. ��
Remark 2.3.12. Let us recall the general procudure by which a volume-form (in this case, ΩUn) allows
one to integrate functions on a manifold (in this case, Un), by a partition of unity argument. By
compactness and orientability of Un, there exists a finite number (say, K) of local parametrizations
Ua : Da → Un : p 7→ Ua(p), a = 1, . . . ,K, which are diffeomorphisms from open domains Da ⊂
Rn2

onto open domains Ua(Da) ⊂ Un and such that the change of coordinates between any two
parametrizations is orientation-preserving. It is possible to construct smooth functions ρa : Un → R
such that

∑K
a=1 ρa(U) = 1 for all U ∈ Un and ρa(U) = 0 for all U ∈ Un \ Ua(Da) (a “partition of

unity”). Then, for any (sufficiently regular) function ψ : Un → C,

∫
Un

ψ(U) ΩUn(dU) :=
K∑
a=1

∫
Da

ρa(Ua(p))ψ(Ua(p)) det


((iU †a(p)∂Ua(p)

∂p1
))

...

((iU †a(p)∂Ua(p)
∂pn2

))

 dp1 · · · dpn2 . (2.3.22)

where on the right we have integrals over domains in Rn2
. The construction does not depend on the

choice of local parametrization and of partition of unity. In particular one can define the invariant
measure on Borel subsets of Un by integrating their indicator functions. ��

Since Un is compact, the total measure
∫
Un

ΩUn is a finite number. This allows us to give the
following definition.

Definition 2.3.13. The Circular Unitary Ensemble (CUE) is Un with the unique invariant probability
measure. ��

Note that in this case there is no need to add a weight function in front of the measure ΩUn to
ensure that the total measure is finite (and so that we can define a probability measure), as we had
to do in Definition 2.2.5. One could of course add a general weight of the form exp tr (V (U)) in front
of ΩUn to obtain more general models.
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Remark 2.3.14. For both GUE and CUE, their probability densities p(M)ΩM(dM) maximize the
information entropy

S[p] := −
∫
M

p(M) log(p(M)) ΩM(dM), M = Un,Hn (2.3.23)

(in the Hermitian case with the constraint that E[M2] is kept constant, otherwise there is no maxi-
mum). This is a natural assumption from the point of view of Statistical Mechanics.
To make it more clear, let us consider the scalar case only.

• Among all probability measures p(φ)dφ on S1 = U1, the maximum entropy is attained by the
uniform measure dφ/2π.

• Among all measures p(x)dx on R = H1 with fixed variance σ2, the maximum entropy is attained
by Gaussian distributions of variance σ2.2

��

2.3.3 More about the invariant measure on Un

Gaussian distribution in Cn×n and Gram–Schmidt algorithm. Let GLn(C) ⊆ Cn×n the set of
invertible matrices, i.e. M ∈ GLn(C) if and only if detM 6= 0. GLn(C) is an open set of full measure
in Cn×n (see also Remark 2.4.4 below for general facts about full measure sets in CN ). We regard the
Gram–Schmidt algorithm as a map

GS : GLn(C)→ Un. (2.3.24)

More precisely the output of the function GS on the matrix M = (m1| · · · |mn) (where mj ∈ Cn×1 are
the columns of M) is given by the unitary matrix U = (u1| · · · |un) where the columns are uj := ũj/‖ũj‖
with

ũ1 := m1, ũ2 := m2 − (m2, u1)u1, . . . , ũj := mj −
j−1∑
`=1

(mj , u`)u`, . . . (2.3.25)

Lemma 2.3.15. For any U ∈ Un and M ∈ GLn(C), we have GS(UM) = UGS(M).

Proof. Exercise (it may be useful to note that GS(M) is the unique unitary matrix whose first k
columns generate the same space as the first k columns of M , for all k = 1, . . . , n; otherwise use the
explicit formula (2.3.25)).

Proposition 2.3.16. Let µ be the probability measure on GLn(C), obtained by restriction of the
Gaussian measure

1

(2π)n2 e−tr (M†M)/2
∏

1≤i,j≤n
dXijdYij , M = X + iY, (2.3.26)

on Cn×n. The pushforward measure GS∗µ is the invariant probability measure on Un.

This provides a convenient method for sampling the invariant probability measure on Un.
Before the proof, let us recall that if (X,Σ) and (X ′,Σ′) are measurable spaces, f : X → X ′ is

a measurable map (i.e., f−1(E) ∈ Σ for any E ∈ Σ′), and µ is a measure on (X,Σ), then f∗µ (the
pushforward measure) is the measure on (X ′,Σ′) defined by (f∗µ)(E) = µ(f−1(E)) for any E ∈ Σ′.
Observe that the push-forward of a probability measure is also a probability measure.

Proof. Let E ⊆ Un be a Borel set, and U ∈ Un. Then

GS∗µ(UE)
(1)
= µ(GS−1(UE))

(2)
= µ(UGS−1(E))

(3)
= µ(GS−1(E))

(4)
= GS∗µ(E).

Let us prove each equality.

2There is no maximum of the entropy among all probability measures on R. For instance, the uniform distribution
supported on the interval [−L/2, L/2] has entropy logL, which can be arbitrarily large as we send L → +∞; the first
moment of these distributions is always 0, however the variance is L2/12 which diverges to +∞ when L→ +∞, so fixing
the variance is a natural constraint.

17
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(1) This is the definition of pushforward measure.

(2) It is enough to prove that GS−1(UE) = UGS−1(E), which follows from

GS−1(UE) = {M ∈ GLn(C) : GS(M) ∈ UE}

=
{
M ∈ GLn(C) : U †GS(M) ∈ E

}
(∗)
=
{
M ∈ GLn(C) : GS(U †M) ∈ E

}
= U {M ∈ GLn(C) : GS(M) ∈ E} = UGS−1(E), (2.3.27)

where the equality (∗) is a consequence of Lemma 2.3.15

(3) We have in general that µ(UX) = µ(X) for any X ⊆ GLn(C) Borel subset by the definition
(2.3.26) of µ.

(4) This is the definition of pushforward measure.

As a sequence of sampling of unit vectors. Another interpretation of the invariant probability
measure on Un is given by the following way of sampling; take a vector u1 at random from S2n−1 =
{v ∈ Cn : (v, v) = 1}, where the probability measure is given by the standard volume form on S2n−1

(i.e., the uniform distribution on the sphere).

Then pick another vector u2 at random, this time from the sphere S2n−3 = {v ∈ Cn : (v, v) =
1, (v, u1) = 0}, again with respect to the uniform distribution on the sphere.

Proceed similarly by picking the vector uj at random from the sphere S2(n−j)+1 = {v ∈ Cn :
(v, v) = 1, (v, u1) = · · · = (v, uj−1) = 0}, for j = 1, . . . , n.

The matrix U = (u1| . . . |un) is a random unitary matrix and it is possible to prove that it is
distributed according to the invariant probability measure on Un (essentially because Un preserves
the area form on the spheres).

2.4 Weyl integration formula(s)

2.4.1 The Hermitian case

The idea of Weyl integration formula is to consider (thanks to the spectral theorems) eigenvalues and
eigenvectors, instead of the entries, to parametrize a matrix.

For example, for an Hermitian matrix M we would like to consider a change of variables M 7→
(U, (x1, . . . , xn)) where U is unitary and xi ∈ R are such that M = Udiag(x1, . . . , xn)U †. However,
such a map M 7→ (U, (x1, . . . , xn)), as it stands, is not well defined for the following reasons:

• the vector of eigenvalues (x1, . . . , xn) is defined only up to permutations, and

• the matrix U ∈ Un which puts M in diagonal form is also not unique.

A way around is to introduce

Qn := {U ∈ Un : Uii > 0, i = 1, . . . , n}, Xn := {(x1, . . . , xn) ∈ Rn : x1 < · · · < xn}. (2.4.1)

Lemma 2.4.1. Qn is a smooth manifold of dimension m = n(n − 1), i.e. it is locally parametrized
by m real coordinates q1, . . . , qm.

Proof. The proof is similar to the argument used for Un; first, the subset U0
n of unitary matrices U

with nonzero diagonal entries is open in Un, and hence a smooth manifold itself of dimension n2.
Next, Qn is the preimage of (1, . . . , 1) under the map v : U0

n → (S1)n : U 7→ (argU11, . . . , argUnn)
(here arg z = z/|z| for any nonzero complex number z) whose differential is surjective.
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Example 2.4.2. Using the parametrization of U2 in Example 2.3.6 we deduce that we can parametrize
(an open set in) Q2 as (

cos θ eiψ sin θ
−e−iψ sin θ cos θ

)
(2.4.2)

in terms of 2 real parameters ψ, θ. ��

Lemma 2.4.3. The map φ : Qn × Xn → Hn defined by

(U, (x1, . . . , xn)) 7→ U

x1 · · · 0
...

. . .
...

0 · · · xn

U † (2.4.3)

is smooth, injective, and its image has full measure (that is to say, Hn \φ(Qn×Xn) has measure zero
with respect to the Lebesgue measure ΩHn).

Remark 2.4.4. Before the proof let us recall some useful facts.

1. Any subset of Rd contained in the zero locus of a nonzero polynomial (or more generally, analytic)
function on Rd has Lebesgue measure zero. This is most easily shown by induction on d ≥ 1
with the help of Fubini Theorem.

2. Given two polynomials P (λ) =
∑d

i=0 piλ
d−i, Q(λ) =

∑e
j=0 qjλ

e−j , their resultant is defined as

Res(P,Q) := det



p0 p1 · · · pd 0 · · · 0
0 p0 · · · pd−1 pd · · · 0
...

...
. . .

. . .
. . .

. . .
...

0 0 · · · p0 · · · · · · pd
q0 q1 · · · · · · qe · · · 0
...

. . .
. . .

. . .
. . .

. . .
...

0 · · · q0 · · · · · · · · · qe


. (2.4.4)

(The matrix in this definition is a square matrix of size d + e.) Res(P,Q) is a polynomial
function of the coefficients pi, qj , 0 ≤ i ≤ d, 0 ≤ j ≤ e; moreover, P,Q share a root if and only if
Res(P,Q) = 0. To prove it, let C[λ]<d be the vector space of polynomials in x of degree at < d
and consider the map

R : C[λ]<e ⊕ C[λ]<d → C[λ]<d+e

(U, V ) 7→ PU +QV.
(2.4.5)

It is then a simple exercise to show that R is represented in the monomial basis by the matrix in
(2.4.4) whose determinant defines the resultant, and that R has a nontrivial kernel if and only
if P,Q share a common root.

3. As a particular case of the above construction, a (wlog monic) polynomial P of degree d ≥ 2 has
at least a root of multiplicity ≥ 2 if and only if its “discriminant” ∆(P ) := (−1)d(d−1)/2Res(P, P ′)
vanishes. For example for P (λ) = λ2 + aλ+ b

∆(P ) = −Res(P, P ′) = −det

 1 a b
2 a 0
0 2 a

 = a2 − 4b (2.4.6)

is the familiar discriminant of a quadratic polynomial. Similarly, for P = x3 + ax2 + bx + c
we have ∆(P ) = a2b2 − 4a3c − 4b3 + 18abc − 27c2. It is an interesting exercise to prove that
∆(P ) =

∏
1≤i<j≤d(ri− rj)2 where r1, . . . , rd are the roots of P , in any order. (This explains the

pre-factor (−1)d(d−1)/2.)

��
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Proof of lemma. To see that φ is injective, assume U,U ′ ∈ Qn and x1 < · · · < xn, x
′
1 < · · · < x′n are

such that

U

x1 · · · 0
...

. . .
...

0 · · · xn

U † = U ′

x
′
1 · · · 0
...

. . .
...

0 · · · x′n

 (U ′)†. (2.4.7)

By taking the characteristic polynomial of both sides of this identity we find that xj = x′j for all

j = 1, . . . , n (recall that the xj ’s and x′j ’s are ordered). Then setting V = U †U ′ we getx1 · · · 0
...

. . .
...

0 · · · xn

V = V

x1 · · · 0
...

. . .
...

0 · · · xn

 , (2.4.8)

i.e. xiVij = Vijxj and so Vij = 0 unless i = j, namely V is diagonal. V is a unitary matrix, whence
|Vii| = 1; finally U ′ii = ViiUii implies, as U,U ′ ∈ Qn, that Vii = 1. Thus V = 1 and so U = U ′.

It remains to prove that the image of φ has full measure. For, Hn \ φ(Qn × Xn) ⊆ Z1 ∪ Z2 where
Z1 is the set of hermitian matrices with at least one eigenvalue of multiplicity ≥ 2, and Z2 is the
set of hermitian matrices that can be written as UDU † with D (real) diagonal and Uii = 0 for some
1 ≤ i ≤ n. Using the facts summarized before this proof we can easily show that Z1,Z2 both have
measure zero, concluding the proof of the lemma.

Setting P (λ) := det(M − λ1n) we see that Z1 is the zero locus of the discriminant ∆(P ), which is
a nonzero polynomial function in the entries of M ∈ Hn. Hence Z1 has measure zero.

To see that Z2 has measure zero too we first consider the set Z′2 of Hermitian matrices M = UDU †

with U ∈ Un, D diagonal and U11 = 0. Equivalently, Z′2 is the set of Hermitian matrices M with an
eigenvector orthogonal to e1, so that writing M in block-form

M =

(
a b†

b C

)
(2.4.9)

for a ∈ R, b ∈ Cn−1, C ∈ Hn−1, the condition is equivalent to existence of an eigenvector of C which
is orthogonal to b. Setting P (λ) := det(C − λ1n−1), Q(λ) := det(C + bb† − λ1n−1), we conclude that
Z′2 is contained in the zero locus of the resultant Res(P,Q), which is a nonzero polynomial function
of the entries of M . Thus Z′2 has measure zero. In general if M = UDU † with D diagonal, U ∈ Un

with Uii = 0 then ΠHΠ ∈ Z′2, where Π is the permutation matrix

Πr,s =

{
1 if r = 1, s = i or s = 1, r = i or 1 6= r = s 6= j,

0 otherwise,
(2.4.10)

and we can reason in the same way to show that this set is contained in the zero locus of a polynomial
function of the entries of M . Thus we conclude that Z2 is contained in the union of n measure zero
sets, therefore it has measure zero.

We are ready to state and prove Weyl integration formula.

Definition 2.4.5. Given n variables ξ1, . . . , ξn, the Vandermonde determinant ∆(ξ1, . . . , ξn) is de-
fined by

∆(ξ1, . . . , ξn) :=
∏

1≤i<j≤n
(ξj − ξi). (2.4.11)

The term “determinant” is clarified in Lemma 2.5.1. ��

Theorem 2.4.6. Let f ∈ L1(Hn,ΩHn) be a class-function, i.e. for all U ∈ Un we have
f(UMU †) = f(M) for almost all M ∈ Hn. Then∫

Hn

f(M) ΩHn(dM) = cn

∫
Rn
f̃(x1, . . . , xn) ∆2(x1, . . . , xn) dx1 · · · dxn, (2.4.12)
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where f̃(x1, . . . , xn) := f(

x1 · · · 0
...

. . .
...

0 · · · xn

) and cn is a constant depending on n only.

Proof. We need to compute the Jacobian of the change of coordinates given by φ (which is defined
on a full measure set by Lemma 2.4.3): using coordinates q = (q1, . . . , qm) (m = n(n− 1)) on Qn, we
have

∂φ

∂xj
= U(q)EjjU

†(q), j = 1, . . . , n (2.4.13)

and, denoting from now on

D :=

x1 · · · 0
...

. . .
...

0 · · · xn

 , (2.4.14)

we have (exercise)

∂φ

∂qs
= U(q)

[
U †(q)

∂U(q)

∂qs
, D

]
U †(q), s = 1, . . . ,m. (2.4.15)

where [A,B] := AB −BA is the commutator. Therefore the Jacobian determinant is

det



((U(q)E11U
†(q) ))

...

((U(q)EnnU
†(q) ))

((U(q)
[
U †(q)∂U(q)

∂q1
, D
]
U †(q) ))

...

((U(q)
[
U †(q)∂U(q)

∂qm
, D
]
U †(q) ))


= det



((E11 ))
...

((Enn ))

((
[
U †(q)∂U(q)

∂q1
, D
]

))

...

((
[
U †(q)∂U(q)

∂qm
, D
]

))


(2.4.16)

where we use Lemma 2.3.8. Denoting U †(q)∂U(q)
∂qs

=: X(s) + iY (s) (for X(s), Y (s) ∈ Rm×m), the entry
i, j of [

U †(q)
∂U(q)

∂qs
, D

]
(2.4.17)

is (xj − xi)(X(s)
ij + iY

(s)
ij ) (see Exercise 2.4.8) and so the previous determinant is equal to

det

(
1n 0

0 J

)
= det J, (2.4.18)

where the m×m matrix J is
X

(1)
12 (x2 − x1) Y

(1)
12 (x2 − x1) X

(1)
13 (x3 − x1) Y

(1)
13 (x3 − x1) · · · X

(1)
n−1,n(xn − xn−1) Y

(1)
n−1,n(xn − xn−1)

...
...

...
...

. . .
...

...

X
(m)
12 (x2 − x1) Y

(m)
12 (x2 − x1) X

(m)
13 (x3 − x1) Y

(m)
13 (x3 − x1) · · · X

(m)
n−1,n(xn − xn−1) Y

(m)
n−1,n(xn − xn−1)


Denoting ΩQn := h(q1, . . . , qm)dq1 · · · dqm, where

h := det


X

(1)
12 Y

(1)
12 X

(1)
13 Y

(1)
13 · · · X

(1)
n−1,n Y

(1)
n−1,n

...
...

...
...

. . .
...

...

X
(m)
12 Y

(m)
12 X

(m)
13 Y

(m)
13 · · · X

(m)
n−1,n Y

(m)
n−1,n

 , (2.4.19)

we have proven that (recall formula (2.2.3))

φ∗ΩHn = 2n(n−1)/2∆2(x1, . . . , xn) dx1 · · · dxn ΩQn . (2.4.20)
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Finally, we have the following chain of equalities∫
Hn

f(M) ΩHn(dM) =

∫
φ(Qn×Xn)

f(M) ΩHn(dM)

= 2n(n−1)/2

∫
Qn×Xn

f̃(x1, . . . , xn)∆2(x1, . . . , xn)ΩQndx1 . . . dxn

=
2n(n−1)/2

n!

(∫
Qn

ΩQn

)∫
Rn
f̃(x1, . . . , xn)dx1 . . . dxn, (2.4.21)

In the last step we have noted that f̃ is a symmetric function of the xi’s (because permutation matrices

are unitary matrices). The proof is complete by setting cn := 2n(n−1)/2

n!

(∫
Qn

ΩQn

)
.

Remark 2.4.7. Qn is diffeomomorphic to an open dense set in the homogeneous space Un/U
n
1 (where

Un
1 ⊂ Un is the subgroup of diagonal unitary matrices and acts on Un by multiplication on the right).

The measure ΩQn := h(q1, . . . , qm)dq1 · · · dqm defined in this proof is an invariant measure on this
homogeneous space. ��

Exercise 2.4.8. Let D be a diagonal k× k matrix with diagonal entries d1, . . . , dk and let A ∈ Ck×k.
Prove that the entries of [A,D] = AD −DA are [A,D]ij = Aij(dj − di) ��

Exercise 2.4.9. Prove by a direct computation the case n = 2 of Theorem 2.4.6, using the parametriza-
tion (2.4.2) of Q2. ��

Exercise 2.4.10. Compute the marginal eigenvalue distribution for an Unitary Invariant Ensemble
of Hermitian matrices. ��

Exercise 2.4.11. Compute the marginal eigenvalue distribution for an ensemble of positive-definite
Hermitian matrices with joint probability distribution

1

Cn
exp(−tr (M2)− (tr (M))2) ΩHn(dM), (2.4.22)

where Cn is the normalizing constant. Is this a Unitary-Invariant Ensemble in the sense of Defini-
tion 2.2.5? ��

2.4.2 The unitary case

Let

Yn := {(ϕ1, . . . , ϕn) ∈ Rn : 0 < ϕ1 < · · · < ϕn < 2π}. (2.4.23)

We have the following analogue of Lemma 2.4.3, which is proved similarly.

Lemma 2.4.12. The map ρ : Qn × Yn → Un defined by

(U, (ϕ1, . . . , ϕn)) 7→ U

eiϕ1 · · · 0
...

. . .
...

0 · · · eiϕn

U † (2.4.24)

is smooth, injective, and its image has full measure (that is to say, Un \ ρ(Qn× Yn) has measure zero
with respect to the invariant measure ΩUn).

The unitary version of Weyl integration formula follows.
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Theorem 2.4.13. Let f ∈ L1(Un,ΩUn) be a class-function, i.e. for all U ∈ Un we have
f(UV U †) = f(V ) for almost all V ∈ Un. Then∫

Un

f(U) ΩUn(dU) = c̃n

∫
(0,2π)n

f̃(eiϕ1 , . . . , eiϕn) |∆|2(eiϕ1 , . . . , eiϕn) dϕ1 · · · dϕn, (2.4.25)

where f̃(eiϕ1 , . . . , eiϕn) := f(

eiϕ1 · · · 0

. . .
. . .

...
0 · · · eiϕn

) and c̃n is a constant depending on n only.

Proof. Let us use coordinates q = (q1, . . . , qm) on Qn (m = n(n− 1)) and denote q 7→ V (q) the local
parametrization of Qn. Hence we can locally parametrize Un in terms of the coordinates q and of
n angles ϕ = (ϕ1, · · · , ϕn) ∈ Y by (ϕ, q) 7→ U(ϕ, q) := V (q)diag(eiϕ1 , . . . , eiϕn)V †(q). We want to
use the formula (2.3.14) for the invariant measure on Un, keeping in mind that now the coordinates
p = (p1, . . . , pn2) on Un are p = (ϕ, q). We have

iU †(ϕ, q)
∂U(ϕ, q)

∂ϕj
= −V (q)EjjV

†(q), j = 1, . . . , n (2.4.26)

and, denoting from now on

D :=

eiϕ1 · · · 0
...

. . .
...

0 · · · eiϕn

 , (2.4.27)

we have (exercise)

iU †(ϕ, q)
∂U(ϕ, q)

∂qs
= −iV (q)

[
V †(q)

∂V (q)

∂qs
D,D†

]
V †(q), s = 1, . . . ,m, (2.4.28)

where [A,B] := AB − BA is the commutator. Using (2.3.14) and Lemma 2.3.8 we deduce that the
measure ΩUn = g(ϕ, q)dϕ1 · · · dϕndq1 · · · dqm (as above, m = n(n− 1)) can be written as

g(ϕ, q) = (−1)n
2

det



((E11 ))
...

((Enn ))

(( i
[
V †(q)∂V (q)

∂q1
D,D†

]
))

...

(( i
[
V †(q)∂V (q)

∂qm
D,D†

]
))


= (−1)n

2
det


(( i
[
V †(q)∂V (q)

∂q1
D,D†

]
))′

...

(( i
[
V †(q)∂V (q)

∂qm
D,D†

]
))′

 ,

(2.4.29)
where ((M))′ for an Hermitian matrix M denotes the m-dimensional row vector obtained by ((M))
by omission of the first n components, i.e. by omission of the diagonal entries of M , see (2.3.9).

Next, let

iV †(q)
∂V (q)

∂qs
=: X(s) + iY (s) (2.4.30)

and

i

[
V †(q)

∂V (q)

∂qs
D,D†

]
=: X̃(s) + iỸ (s) (2.4.31)

for X(s), Y (s), X̃(s), Ỹ (s) ∈ Rm×m (and s = 1, . . . ,m). Now (exercise)

X̃
(s)
ij + iỸ

(s)
ij = (X

(s)
ij + iY

(s)
ij )(1− ei(ϕi−ϕj)) (2.4.32)

23



Chapter 2 – Invariant ensembles

and so

(X̃
(s)
ij , Ỹ

(s)
ij ) = (X

(s)
ij , Y

(s)
ij )Φij , Φij :=

(
1− cos(ϕi − ϕj) sin(ϕi − ϕj)
− sin(ϕi − ϕj) 1− cos(ϕi − ϕj)

)
(2.4.33)

and finally

(( X̃(s) + iỸ (s) ))′ = ((X(s) + iY (s) ))′

 Φ12 · · · 02×2

...
. . .

...

02×2 · · · Φn−1,n

 . (2.4.34)

Note that3 det Φij = |1 − ei(ϕi−ϕj)|2. Hence with the same definition of ΩQn = h(q)dq1 . . . dqm as in
(2.4.19) we obtain

g(ϕ, q) = (−1)n
2
h(q)

∏
1≤i<j≤n

|1− ei(ϕi−ϕj)|2 = (−1)n
2
h(q)

∏
1≤i<j≤n

|eiϕj − eiϕi |2

= (−1)n
2
h(q)|∆|2(eiϕ1 , . . . , eiϕn) (2.4.35)

and the proof is completed similarly to the Hermitian case (now c̃n = (−1)n
2

n!

∫
Qn

ΩQn).

Exercise 2.4.14. Prove by a direct computation the case n = 2 of Theorem 2.4.13, using the
parametrization (2.4.2) of Q2. ��

Exercise 2.4.15. Compute the marginal eigenvalue distribution for the CUE. ��

2.4.3 Comments

Weyl integration formula shows that the Lebesgue measure on Hn and the the invariant measure on
Un both split into a product measure over eigenvalues and over eigenvectors.

Moreover, it explains the phenomenon of eigenvalue repulsion: configurations where the eigenvalues
are close to each other are very unlikely due to the presence of the Vandermonde squared, as the
probability density near such configurations vanishes to second order.

2.5 The Vandermonde determinant

Lemma 2.5.1. The quantity ∆(ξ1, . . . , ξn) :=
∏

1≤i<j≤n(ξj − ξi) is the “Vandermonde determinant”:

∆(ξ1, . . . , ξn) = det


1 ξ1 ξ2

1 · · · ξn−1
1

1 ξ2 ξ2
2 · · · ξn−1

2

1 ξ3 ξ2
3 · · · ξn−1

3
...

...
...

. . .
...

1 ξn ξ2
n · · · ξn−1

n

 . (2.5.1)

Proof. Let us call ∆̃ the RHS of (2.5.1), so that we aim at proving ∆ = ∆̃. We start by noting that
∆̃ is a polynomial of degree n− 1 in ξn; one way to see it is to consider the Laplace expansion of the
determinant with respect to the last row. Moreover, this polynomial vanishes whenever ξn = ξj for
some 1 ≤ j ≤ n− 1 (because then the jst and nth rows in the matrix in the RHS of (2.5.1) coincide).
It follows that

det


1 ξ1 ξ2

1 · · · ξn−1
1

1 ξ2 ξ2
2 · · · ξn−1

2

1 ξ3 ξ2
3 · · · ξn−1

3
...

...
...

. . .
...

1 ξn ξ2
n · · · ξn−1

n

 = C(ξ1, . . . , ξn−1)

n−1∏
j=1

(ξn − ξj), (2.5.2)

3In general multiplication by the complex number z = a+ib, seen as a linear transformation (of row vectors) R2 → R2,

is represented by the 2× 2 matrix Z =

(
a b
−b a

)
, whose determinant is |z|2 = a2 + b2.
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for some normalizing constant C(ξ2, . . . , ξn). By looking at the RHS of (2.5.2), C(ξ1, . . . , ξn−1) is the
coefficient in front of ξn−1

1 in the polynomial ∆̃. Next, by looking at the LHS of (2.5.2), with the help
of Laplace expansion with respect to the first row, this coefficient is

C(ξ1, . . . , ξn−1) = det


1 ξ1 ξ2

1 · · · ξn−2
1

1 ξ2 ξ2
2 · · · ξn−2

2
...

...
...

. . .
...

1 ξn−1 ξ2
n−1 · · · ξn−2

n−1

 = ∆̃(ξ1, . . . , ξn−1). (2.5.3)

Summarizing:

∆̃(ξ1, . . . , ξn) = ∆̃(ξ1, . . . , ξn−1)
n−1∏
j=1

(ξn − ξj), (2.5.4)

and it is now easy to complete the proof that ∆ = ∆̃ by induction on n.

Exercise 2.5.2. Give an alternative proof of Lemma 2.5.1 as follows. First, subtract the first row
from the other rows:

det


1 ξ1 ξ2

1 · · · ξn−1
1

1 ξ2 ξ2
2 · · · ξn−1

2

1 ξ3 ξ2
3 · · · ξn−1

3
...

...
...

. . .
...

1 ξn ξ2
n · · · ξn−1

n

 = det


1 ξ1 ξ2

1 · · · ξn−1
1

0 ξ2 − ξ1 ξ2
2 − ξ2

1 · · · ξn−1
2 − ξn−1

1

0 ξ3 − ξ1 ξ2
3 − ξ2

1 · · · ξn−1
3 − ξn−1

1
...

...
...

. . .
...

0 ξn − ξ1 ξ2
n − ξ2

1 · · · ξn−1
n − ξn−1

1



= (ξ2 − ξ1) · · · (ξn − ξ1) det


1

ξ22−ξ21
ξ2−ξ1 · · · ξn−1

2 −ξn−1
1

ξ2−ξ1

1
ξ23−ξ21
ξ3−ξ1 · · · ξn−1

3 −ξn−1
1

ξ3−ξ1
...

...
. . .

...

1
ξ2n−ξ21
ξn−ξ1 · · · ξn−1

n −ξn−1
1

ξn−ξ1

 . (2.5.5)

Then use the formula ak+1−bk+1

a−b = ak + ak−1b+ · · ·+ abk−1 + bk to prove that
1

ξ22−ξ21
ξ2−ξ1 · · · ξn−1

2 −ξn−1
1

ξ2−ξ1

1
ξ23−ξ21
ξ3−ξ1 · · · ξn−1

3 −ξn−1
1

ξ3−ξ1
...

...
. . .

...

1
ξ2n−ξ21
ξn−ξ1 · · · ξn−1

n −ξn−1
1

ξn−ξ1

 =


1 ξ2 ξ2

2 · · · ξn−2
2

1 ξ3 ξ2
3 · · · ξn−2

3

1 ξ4 ξ2
4 · · · ξn−2

4
...

...
...

. . .
...

1 ξn ξ2
n · · · ξn−2

n




1 ξ1 ξ2

1 · · · ξn−2
1

0 1 ξ1 · · · ξn−3
1

0 0 1 · · · ξn−4
1

...
...

...
. . .

...
0 0 0 · · · 1

 . (2.5.6)

Take determinant and use induction on n. ��
Corollary 2.5.3. For any collection of polynomials p0(ξ), . . . , pn−1(ξ) of polynomials in the variable
ξ such that pj has degree j and leading coefficient κj, we have

∆(ξ1, . . . , ξn) =
1

κ0 · · ·κn−1
det


p0(ξ1) p1(ξ1) p2(ξ1) · · · pn−1(ξ1)
p0(ξ2) p1(ξ2) p2(ξ2) · · · pn−1(ξ2)
p0(ξ3) p1(ξ3) p2(ξ3) · · · pn−1(ξ3)
...

...
...

. . .
...

p0(ξn) p1(ξn) p2(ξn) · · · pn−1(ξn)

 . (2.5.7)

Proof. Let pj(x) = κjx
j + aj−1,jx

j−1 + · · ·+ a1,jx+ a0,j . Then
p0(ξ1) p1(ξ1) p2(ξ1) · · · pn−1(ξ1)
p0(ξ2) p1(ξ2) p2(ξ2) · · · pn−1(ξ2)
p0(ξ3) p1(ξ3) p2(ξ3) · · · pn−1(ξ3)
...

...
...

. . .
...

p0(ξn) p1(ξn) p2(ξn) · · · pn−1(ξn)

 =


1 ξ1 ξ2

1 · · · ξn−1
1

1 ξ2 ξ2
2 · · · ξn−1

2

1 ξ3 ξ2
3 · · · ξn−1

3
...

...
...

. . .
...

1 ξn ξ2
n · · · ξn−1

n

·

κ1 a0,1 a0,2 · · · a0,n−1

0 κ2 a1,2 · · · a1,n−1

0 0 κ3 · · · a2,n−1

...
...

...
. . .

...
0 0 0 · · · κn−1


(2.5.8)

and the proof is immediate by taking the determinant.
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Chapter 3

Orthogonal Polynomials

3.1 Andréief formula

Lemma 3.1.1 (Andréief, 1886). Let (X,F, µ) be a measure space and let f1, g1, · · · , fn, gn : X → C
measurable functions (defined almost everywhere) such that figj ∈ L1(X,µ) for any 1 ≤ i, j ≤ n.
Then we have the identity∫

Xn

det
1≤i,j≤n

(fi(xj)) det
1≤i,j≤n

(gi(xj))µ(dx1) · · ·µ(dxn) = n! det
1≤i,j≤n

(∫
X
fi(x)gj(x)µ(dx)

)
. (3.1.1)

Proof. Recall that in general for a matrix A ∈ Cn×n with entries Aij we have

det
1≤i,j≤n

(Aij) =
∑
π∈Sn

(−1)|π|A1,π(1) · · ·An,π(n). (3.1.2)

Here Sn is the group of permutations of {1, . . . , n}. For any π ∈ Sn, its parity (i.e. the parity of the
number of transpositions in any factorization of π into transpositions) is denoted |π| (and can be 0
or 1) and (−1)|π| is the sign of π (i.e. +1 when the permutation π is a product of an even number
of transpositions, and −1 when it is the product of an odd number of transpositions). Note that
|π−1| = |π| and (−1)|ππ

′| = (−1)|π|(−1)|π
′|.

Then the proof is given by the following chain of equalities.∫
Xn

det
1≤i,j≤n

(fi(xj)) det
1≤i,j≤n

(gi(xj))µ(dx1) · · ·µ(dxn) (3.1.3)

(definition of determinant)

=
∑

π,ρ∈Sn

(−1)|π|(−1)|ρ|
∫
Xn

f1(xπ(1)) · · · fn(xπ(n))g1(xρ(1)) · · · gn(xρ(n))µ(dx1) · · ·µ(dxn) (3.1.4)

(change of variables x̃i = xπ(i) in the integrals)∑
π,ρ∈Sn

(−1)|π
−1ρ|

∫
Xn

f1(x̃1) · · · fn(x̃n)g1(x̃π−1ρ(1)) · · · gn(x̃π−1ρ(n))µ(dx̃1) · · ·µ(dx̃n) (3.1.5)

(rename σ := π−1ρ and observe that the terms in the sum, now with indices π, σ ∈ Sn, do not depend
on π)

= n!
∑
σ∈Sn

(−1)|σ|
∫
Xn

f1(x̃1) · · · fn(x̃n)g1(x̃σ(1)) · · · gn(x̃σ(n))µ(dx̃1) · · ·µ(dx̃n) (3.1.6)

(rename σ 7→ σ−1)

= n!
∑
σ∈Sn

(−1)|σ|
∫
Xn

f1(x̃1) · · · fn(x̃n)gσ(1)(x̃1) · · · gσ(n)(x̃n)µ(dx̃1) · · ·µ(dx̃n) (3.1.7)
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(the integrand is factorized)

= n!
∑
σ∈Sn

(−1)|σ|
∫
X
f1(x)gσ(1)(x)µ(dx) · · ·

∫
X
fn(x)gσ(n)(x)µ(dx) (3.1.8)

(definition of determinant)

= n! det
1≤i,j≤n

(∫
X
fi(x)gj(x)µ(dx)

)
. (3.1.9)

Remark 3.1.2. Let A,B ∈ Cn×m with m ≥ n. The Binet–Cauchy identity is∑
I

detAI detBI = det(AB>) , (3.1.10)

where the sum in the left-hand side runs over the sets I ⊂ {1, . . . ,m} of cardinality n and AI (re-
spectively, BI) is the square matrix of size n obtained from A (respectively, B) by removing the
columns whose index are not in I. The Andréief identity can be considered as a generalization
of the Binet–Cauchy identity; more concretely, to derive (3.1.10) from (3.1.1), given the matrices
A,B ∈ Cn×m it suffices to take X := {1, . . . ,m} and µ the counting measure on X and define func-
tions f1, g1, . . . , fn, gn on X by fi(j) := Aij and gi(j) = Bij , for 1 ≤ i ≤ n and 1 ≤ j ≤ m. (In this
way, one obtains n!×(3.1.10) from (3.1.1).) ��

3.1.1 CUE

We learn from Theorem 2.4.13 that the joint eigenvalue distribution of the CUE is given by

1

ẐCUE
n

∏
1≤i<j≤n

|eiϕi − eiϕj |2
n∏
i=1

dϕi, ϕi ∈ (0, 2π). (3.1.11)

Let us note that∏
1≤i<j≤n

|eiϕi − eiϕj |2 = |∆|2(eiϕi , . . . , eiϕn) = det
1≤`,m≤n

(ei(`−1)ϕm) det
1≤`,m≤n

(e−i(`−1)ϕm). (3.1.12)

Armed with Andréief formula we can compute the CUE normalizing constant;

ẐCUE
n =

∫
(0,2π)n

|∆|2(eiϕ1 , . . . , eiϕn)dϕ1 · · · dϕn

=

∫
(0,2π)n

det
1≤`,m≤n

(ei(`−1)ϕm) det
1≤`,m≤n

(e−i(`−1)ϕm)dϕ1 · · · dϕn

= n! det
1≤`,m≤n

(∫ 2π

0
ei(`−m)ϕdϕ

)
= n! det

1≤`,m≤n
(2π δ`,m)

= n! (2π)n. (3.1.13)

Note two important ingredients in this computation.

• The form of the eigenvalue interaction |∆|2 allows us to use Andréief identity. (This is not the
case for any other β-ensemble.)

• The orthogonality of {ei`ϕ}`∈Z on the unit circle simplifies the computation.
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3.1.2 GUE

By Corollary 2.5.3 we have

∆(ξ1, . . . , ξn) = det
1≤i,j≤n

(ξj−1
i ) = det

1≤i,j≤n
(pj−1(ξi)) (3.1.14)

for any family pj(ξ) of monic polynomials of degree j, for integers j ≥ 0.
Hence we try to repeat the computation (3.1.13) for the GUE:

ẐGUE
n =

∫
Rn

∆2(x1, . . . , xn)e−
∑n
i=1

x2i
2 dx1 · · · dxn

=

∫
Rn

det
1≤`,m≤n

(p`−1(xm)) det
1≤`,m≤n

(p`−1(xm))e−
∑n
i=1

x2i
2 dx1 · · · dxn

= n! det
1≤`,m≤n

(∫ +∞

−∞
p`−1(x)pm−1(x)e−

x2

2 dx

)
. (3.1.15)

Therefore if we choose polynomials with the orthogonality property∫ +∞

−∞
pa(x)pb(x)e−

x2

2 dx = 0 unless a = b (3.1.16)

the computation simplifies. But this is the characterizing property of the Hermite polynomials!

Definition 3.1.3. The Hermite polynomials are defined by the formula

Pk(x) := e
x2

2

[(
− d

dx

)k
e−

x2

2

]
. (Rodrigues’ formula.) (3.1.17)

The first few of them are

P0(x) = 1, P1(x) = x, P2(x) = x2 − 1, P3(x) = x3 − 3x, P4(x) = x4 − 6x2 + 3. (3.1.18)

��

Exercise 3.1.4. Use the definition (3.1.17) to prove the following facts.

1. Prove that Pk(−x) = (−1)kPk(x).

2. Prove the recurrence relation xPk(x) = Pk+1(x) + kPk−1(x) for all k ≥ 1. Deduce that Pk is a
monic polynomial of degree k.

3. Prove the relation P ′k(x) = kPk−1(x).

��

Proposition 3.1.5. For all k, ` ≥ 0 we have∫ +∞

−∞
Pk(x)P`(x)e−

x2

2 dx = k!
√

2π δk,`. (3.1.19)

Proof. It is enough to prove that for all ` ≤ k we have∫ +∞

−∞
Pk(x)x`e−

x2

2 dx =

{
0, when ` < k,

k!
√

2π, when ` = k.
(3.1.20)

This is proved by integration by parts using the definition (3.1.17);∫ +∞

−∞
Pk(x)x`e−

x2

2 dx =

∫ +∞

−∞

[(
− d

dx

)k
e−

x2

2

]
x`dx =

∫ +∞

−∞
e−

x2

2

[(
d

dx

)k
x`

]
dx (3.1.21)

and now
(

d
dx

)k
x` = 0 if ` < k and

(
d

dx

)k
x` = k! if ` = k.
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Resuming our computation (3.1.15), with Pk the Hermite polynomials just introduced, we have

ẐGUE
n = n! det

1≤`,m≤n

(∫ +∞

−∞
P`−1(x)Pm−1(x)e−

x2

2 dx

)
= n! det

1≤`,m≤n

(
(`− 1)!

√
2π δ`,m

)
=

(
n∏
i=1

i!

)
(2π)n/2. (3.1.22)

3.2 Orthogonal Polynomials on the Real Line (OPRL)

3.2.1 Orthogonality with respect to a moment functional

Let R[x] be the algebra of polynomial functions in the variable x. Let S : R[x] → R be a linear
functional.

Definition 3.2.1. The (monic) Orthogonal Polynomials on the Real Line (OPRL) (associated with
the functional S) are a family of monic polynomials Pk(x), for all integers k ≥ 0, of degree k such that
S[PkP`] = 0 unless k = `, in which case we instead require S[P 2

k ] 6= 0. ��

To study the existence and uniqueness of OPRL, let mj := S[xj ] and let M be the infinite matrix

M :=


m0 m1 m2 · · ·
m1 m2 m3 · · ·
m2 m3 m4 · · ·
...

...
...

. . .

 (3.2.1)

i.e. M = (Mi,j)
+∞
i,j=1 with Mi,j := mi+j−2. Furthermore, introduce

Dk := det
1≤i,j≤k

(Mi,j). (3.2.2)

Remark 3.2.2. Matrices whose entries depend only on the sum of their indexes are called Hankel
matrices. The matrix M is a Hankel matrix; sometimes determinants of Hankel matrices are referred
to as Hankel determinants. ��

Proposition 3.2.3. The OPRL exist and are unique if and only if Dk 6= 0 for all k ≥ 0, in which
case they are given by

Pk(x) =
1

Dk
det


m0 m1 m2 · · · mk

m1 m2 m3 · · · mk+1

...
...

...
. . .

...
mk−1 m` mk+1 · · · m2k−1

1 x x2 · · · xk

 (3.2.3)

and the constants hk := S[Pk(x)2] = S[xkPk(x)] are given by

hk =
Dk+1

Dk
. (3.2.4)

Proof. The main observation is the the orthogonal polynomials Pk(x) = ak,0+ak,1x+· · ·+ak,k−1x
k−1+

xk are uniquely determined by the linear system S[Pk(x)x`] = 0 for ` = 0, . . . , k− 1. Spelling out this
linear system for the unkown coefficients ak,j we get

ak,0m0 + ak,1m1 + · · ·+ ak,k−1mk−1 = −mk,

ak,0m1 + ak,1m2 + · · ·+ ak,k−1mk = −mk+1,
...

ak,0mk−1 + ak,1mk + · · ·+ ak,k−1m2k−2 = −m2k−1.

(3.2.5)
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This linear system has one and only one solution for (ak,0, . . . , ak,k−1) if and only if the coefficient
matrix (mi+j−2)1≤i,j≤k has non-vanishing determinant, i.e. if and only if Dk 6= 0. Next, supposing
Dk 6= 0 we can solve this system by Cramer’s rule as

ak,j = −
D

[j]
k

Dk
, j = 0, . . . , k − 1, (3.2.6)

where D
[j]
k is the determinant of the matrix obtained from the coefficient matrix by replacing the jth

row with the vector (mk,mk+1, . . . ,m2k−1). The proof of (3.2.3) follows by Laplace expanding the
determinant in the numerator of (3.2.3). Finally, (3.2.4) follows by a direct computation using (3.2.3);

hk = S[xkPk(x)] =
1

Dk
S

det


m0 m1 m2 · · · mk

m1 m2 m3 · · · mk+1

...
...

...
. . .

...
mk−1 m` mk+1 · · · m2k−1

xk xk+1 xk+2 · · · x2k





=
1

Dk
det


m0 m1 m2 · · · mk

m1 m2 m3 · · · mk+1

...
...

...
. . .

...
mk−1 m` mk+1 · · · m2k−1

mk mk+1 mk+2 · · · m2k

 =
Dk+1

Dk
. (3.2.7)

Exercise 3.2.4. Prove by a direct computation (i.e., without resorting to the linear system in the proof
and to Cramer’s rule) that the polynomials defined by (3.2.3) satisfy the orthogonality S[x`Pk] = 0
for all 0 ≤ ` < k. ��

Exercise 3.2.5. Suppose Dk 6= 0 for all k ≥ 0. Define the infinite lower-triangular unipotent matrix1

L = (Li,j)
+∞
i,j=1 by

L−1


1
x
x2

...

 =


P0(x)
P1(x)
P2(x)
...

 . (3.2.8)

Prove that LDL> = M, where D = diag (h0, h1, h2, . . . ). Moreover, prove that for any k ≥ 1
the truncated matrices L[k] = (Li,j)1≤i,j≤k,D[k] = (Di,j)1≤i,j≤k,M[k] = (Mi,j)1≤i,j≤k also satisfy

L[k]D[k]L
>
[k] = M[k]. ��

According to this exercise, to compute the first k OPRL (as well as hi for 0 ≤ i ≤ k − 1)
it is enough to compute the Choleski factorization of the truncated Hankel matrix of moments
M[k] = (mi+j−2)1≤i,j≤k; this is a numerically very effective way of computing the OPRL, whereas
the determinantal formula (3.2.3) is of theoretical importance but it is numerically much less effective.

3.2.2 Orthogonality with respect to a Borel measure

For simplicity we now specialize to the case of interest, although many of the results below could be
formulated more generally. Namely we shall now restrict to the case where S[f ] =

∫
R f(x)µ(dx) for a

Borel measure2 µ on R with finite moments of all orders (namely,
∫
R |x|

kµ(dx) < +∞ for all integers
k ≥ 0, or equivalently, R[x] ⊆ L1(R, µ)). In this case, Definition 3.2.1 retrieves the usual notion of
orthogonality.

Note that in this case the function S is positive-semidefinite: for all polynomials f ∈ R[x] which
are non-negative on the real line we have S[f ] ≥ 0.

1Namely, Li,j = 0 for i < j and Li,i = 1.
2Without further mention, all measures in these notes are considered to be positive.
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Proposition 3.2.6. Suppose µ is a Borel measure with
∫
R |x|

kµ(dx) < +∞ for all integers k ≥ 0.
The OPRL exist if and only if the support3 of µ is infinite; in this case we further have Dk > 0 and
hk > 0.

Proof. The k×k matrix (Mi,j)
k
i,j=1, where Mi,j = mi+j−2, mj =

∫
R x

kµ(dx), represents the quadratic
form

P 7→
∫
R
P (x)2µ(dx) (3.2.9)

on the space of polynomials P of degree at most k − 1, with respect to the monomial basis. This
quadratic form is positive-definite: indeed, if

∫
R P (x)2µ(dx) = 0 then P (x) must be zero on the

support of µ, which is infinite by assumption, and then P (x) = 0 identically in x. In particular,
Dk = det1≤i,j≤k(mi+j−2) > 0 for all k ≥ 0.

Exercise 3.2.7. Let µ = c1δx1 + · · ·+ crδxr , where x1, . . . , xr ∈ R are distinct points, ci > 0, and δx
denotes the Dirac delta measure

δx(E) :=

{
1, x ∈ E,
0, otherwise.

(3.2.10)

Prove that monic polynomials P0, P1, . . . , Pr, with P` of degree `, satisfying
∫
R P`(x)Pm(x)µ(dx) = 0

if ` 6= m for all 0 ≤ `,m ≤ r always exist and are unique. Prove that Pr(x) =
∏r
j=1(x− xj). ��

Exercise 3.2.8. Assume that µ is a Borel measure on R with finite moments of all orders and infinite
support.

1. Prove that ∫
Rn

∆2(x1, . . . , xn)µ(dx1) · · ·µ(dxn) = n!

n−1∏
i=0

hi = n!Dn. (3.2.11)

2. Prove that (Heine formula)

1

n!Dn

∫
Rn

∆2(x1, . . . , xn)

(
n∏
i=1

(y − xi)

)
µ(dx1) · · ·µ(dxn) = Pn(y). (3.2.12)

3. Let V be a potential function as in Def. 2.2.5. Deduce that∫
Hn

det(y1n −M) exp(−trV (M))ΩHn(dM)∫
Hn

exp(−trV (M))ΩHn(dM)
= Pn(y), (3.2.13)

in words: the expectation of the characteristic polynomials in a unitary-invariant ensemble are
the associated OPRL.

(Hint: in 1. use Andréief identity, Lemma 3.1.1, writing ∆(x1, . . . , xn) = det1≤i,j≤n(Pj−1(xi)); in 2.

use Andréief identity, writing ∆2(x1, . . . , xn)
∏n
i=1(y−xi) = det1≤i,j≤n(xj−1

i ) det1≤i,j≤n(xj−1
i (y−xi)),

and use (3.2.3) with elementary column operation; in 3. use Weyl integration formula, Theorem 2.4.6.)
��

There is in this case another more-symmetric normalization for the OPRL, no longer monic but
orthonormal : pk(x) := Pk(x)/

√
hk satisfy S[pkp`] = δk,`.

3.2.3 Three-term recurrence, Jacobi operators, Favard Theorem

The following property characterizes orthogonality on the real line.

3The support of a measure is the smallest closed subset of R whose complement has zero measure. It always exists:
it is the intersection of the nonempty family of closed subsets of R whose complement has zero measure. The support of
a measure is a finite set if and only if it is a finite linear combination (with positive coefficients) of delta measures.
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Proposition 3.2.9 (Three-term recurrence). Let (Pk(x))+∞
k=0 be a family of monic OPRL (with

respect to a linear functional S). Then there exist sequences of real numbers (bk)
+∞
k=0 and (wk)

+∞
k=1

such that
xPk(x) = Pk+1(x) + bkPk(x) + wkPk−1(x), k ≥ 0. (3.2.14)

(With the understanding that for k = 0 we set P−1 := 0.) Moreover, wk = hk/hk−1 6= 0 for k ≥ 1.

Proof. Since {Pl(x) : 0 ≤ l ≤ k + 1} form a basis of the space of polynomials of degree at most k + 1
we have

xPk(x) =
k+1∑
j=0

ck,jPj(x), (3.2.15)

for some ck,j ∈ R. Since xPk(x) is monic, ck,k+1 = 1. We now show that ck,r = 0 for r = 0, . . . , k − 2.
Indeed, multiply (3.2.15) by Pr(x) and apply S:

S[xPr(x)Pk(x)] =
k+1∑
j=0

ck,jS[Pr(x)Pj(x)] (3.2.16)

and so, if 0 ≤ r ≤ k − 2 we obtain
0 = hrck,r (3.2.17)

and since hr 6= 0, see (3.2.4), ck,r = 0 for all r = 0, . . . , k − 2. Then suffices to set bk := ck,k and
wk := ck,k−1. Finally, multiply (3.2.15) by Pk−1(x) and apply S to obtain hk = wkhk−1, and the proof
is complete.

Exercise 3.2.10. Let Pk(x) be a family of monic OPRL. Express the three-term recurrence of the
polynomials Pk(ax+ b) in terms of that for Pk(x). ��

We shall assume for simplicity from now on that wk > 0; this is always the case for orthogonality
with respect to a measure.

In terms of the orthonormal polynomials pk(x) := Pk(x)/
√
hk we have

xpk(x) = akpk+1(x) + bkpk(x) + ak−1pk−1(x), ak =
√
hk+1/hk =

√
wk+1. (3.2.18)

Introducing the infinite tridiagonal matrix

J =



b0 a0 0 0 · · ·

a0 b1 a1 0
. . .

0 a1 b2 a2
. . .

0 0 a2 b3
. . .

...
. . .

. . .
. . .

. . .


(3.2.19)

we can rewrite the three-term recursion as an infinite-vector identity

x


p0(x)
p1(x)
p2(x)
...

 = J


p0(x)
p1(x)
p2(x)
...

 (3.2.20)

Definition 3.2.11. A real tridiagonal matrix J (i.e. its entries Ji,k vanish unless i − k = 0,±1) is
called a Jacobi matrix (or, if it is infinite as in (3.2.19), a Jacobi operator) if it is symmetric and the
off-diagonal entries are positive. ��
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Let us see how the Jacobi operator (3.2.19) encodes the moments.

Lemma 3.2.12. The moments mk = S[xk] for k ≥ 1 can be retrieved from the Jacobi matrix J in
(3.2.19) by

mk

m0
= (Jk)1,1 (3.2.21)

namely mk/m0 is the 1, 1-entry in Jk.

Note that a scalar rescaling of the measure does not affect the family of OPRL, hence we can only
recover the moments up to a common factor from the OPRL.

Moreover, note that in general the multiplication of infinite matrices might not be defined; however
powers of the Jacobi infinite matrix (3.2.19) are well defined.

Proof. From (3.2.20)

xk


p0(x)
p1(x)
p2(x)
...

 = Jk


p0(x)
p1(x)
p2(x)
...

 . (3.2.22)

Noting that p0 = 1/
√
m0 (because S[p2

0] = 1) we can write

xk = (
√
m0, 0, 0, . . . )J

k


p0(x)
p1(x)
p2(x)
...

 . (3.2.23)

Apply S to obtain

mk = (
√
m0, 0, 0, . . . )J

k


S[p0(x)]
S[p1(x)]
S[p2(x)]

...

 . (3.2.24)

Finally, S[p0] =
√
m0 and S[pl] = 0 for all l ≥ 1 and the proof is complete.

We now aim at a converse of Proposition 3.2.9. We first have a lemma of independent interest.

Lemma 3.2.13. Let (bk)
+∞
k=0 and (wk)

+∞
k=1 be sequences of real numbers and define monic polynomials

Pk(x) of degree k by P−1 := 0, P0(x) = 1 and

Pk+1 = (x− bk)Pk(x)− wkPk−1, k ≥ 0. (3.2.25)

Let J the corresponding Jacobi operator (with ak =
√
wk+1 for k ≥ 0). Then Pk(x) for k ≥ 1 is the

characteristic polynomial of the truncated Jacobi matrix J[k] = (Ji,j)1≤i,j≤k, i.e.

Pk(x) = det(x1k − J[k]). (3.2.26)

Proof. The first few cases can be computed directly, P1(x) = x− b0, P2(x) = (x− b1)(x− b0)− a2
0 =

det

(
x− b0 −a0

−a0 x− b1

)
. We can then proceed by induction in k. We compute

det(x1k+1 − J[k+1]) = det


0 0

x1k−1 − J[k−1]

...
...

−ak−2 0

0 · · · −ak−2 x− bk−1 −ak−1

0 · · · 0 −ak−1 x− bk

 (3.2.27)
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by Laplace expansion with respect to the last row:

det(x1k+1 − J[k+1]) = (x− bk) det(x1k − J[k]) + ak−1 det


0

x1k−1 − J[k−1]

...

0

0 · · · −ak−2 −ak−1


= (x− bk) det(x1k − J[k])− a2

k−1 det(x1k−1 − J[k−1]) (3.2.28)

and so by the induction hypothesis

det(x1k+1 − J[k+1]) = (x− bk)Pk(x)− a2
k−1Pk(x) = Pk+1(x) (3.2.29)

and the proof is complete.

Remark 3.2.14. It follows that the zeros of orthogonal polynomials are the eigenvalues of the truncated
Jacobi matrices. ��

Exercise 3.2.15. Prove that for a finite-size n×n Jacobi matrix, the eigenvalues are distinct and the
eigenvectors (v1, . . . , vn)> satisfy v1 6= 0 6= vn. (Hint: first show that for an eigenvector (v1, . . . , vn)
with eigenvalue λ, the pair (v1, λ) completely determines all vk’s with k ≥ 2, and similarly (vn, λ)
determines all vk with k ≤ n − 1; deduce that no eigenvalue can have multiplicity larger than one.)
Deduce that orthogonal polynomials have real and simple zeros. ��

Theorem 3.2.16 (Formal Favard theorem). Let (bk)
+∞
k=0 and (wk)

+∞
k=1 be sequences of real numbers,

with wk > 0 for all k ≥ 1, and define monic polynomials Pk(x) of degree k by P−1 := 0, P0(x) = 1
and

Pk+1 = (x− bk)Pk(x)− wkPk−1, k ≥ 0. (3.2.30)

Let J the corresponding Jacobi operator (with ak =
√
wk+1 for k ≥ 0). Then the Pk’s are the

monic OPRL with respect to the functional S : R[x] → R defined by S[xk] := (Jk)1,1, and they

satisfy Sk[P
2
k ] =

∏k
i=1wi > 0.

Proof. We first show that S[Pk(x)] = 0 for all k ≥ 1, where S is the functional defined in the statement.
Indeed, by the definition S[xk] := (Jk)1,1 we get S[Pk(x)] = (Pk(J))1,1. Next, for any polynomial
Φ(x) ∈ R[x] of degree ≤ k we have (exercise)

(Φ(J))1,1 = (Φ(J[k]))1,1 (3.2.31)

Therefore S[Pk(x)] = (Pk(J[k]))1,1 = 0 for all k ≥ 1 by Lemma 3.2.13 and the Cayley–Hamilton
theorem.

Next, we need to prove that for all ` ≥ 0 we have S[x`Pk(x)] = 0 for all k > `. We prove this by
induction on `; we have already proved the base case ` = 0, so let us assume this is true for some
` ≥ 0; then

S[x`+1Pk(x)] = S[x`Pk+1(x)] + bkS[x`Pk+1] + wkS[x`Pk−1] (3.2.32)

which vanishes provided ` < k−1, i.e. provided `+1 < k, which is the statement for `+1. Finally, it is
also easy to establish that S[xkPk(x)] = wk S[xk−1Pk−1(x)] for all k ≥ 1, and so S[xkPk(x)] =

∏k
i=1wi

(note that S[1] = 1).

3.2.4 Connection with the moment problem

The formal notion of orthogonality relative to a linear functional S and the more familiar notion of
orthogonality with respect to a Borel measure with finite moments of all orders are related by the
famous (Hamburg) moment problem: given a sequence of numbers (mk)

+∞
k=0, with m0 = 1, find, if
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any exists, all Borel probability measures µ on R such that mk =
∫
R x

kµ(dx). An obvious necessary
condition is that the truncated Hankel matrices M[k] = (mi+j−2)1≤i,j≤k are positive-definite for all
k ≥ 1. We have seen that this condition holds true in the formal Favard theorem (Theorem 3.2.16).

It is a classical result that, under the positive-definiteness condition on M[k], there is always at

least one Borel probability measure µ fulfilling the required condition mk =
∫
R x

kµ(dx); however,
uniqueness is only guaranteed if the mk’s do not grow too fast as k → +∞. This is for instance
ensured if the sequences of bk’s and wk’s are bounded uniformly in k, in which case the support of µ
is also bounded. (This is not a necessary condition however.)

There are at least two approaches to the moment problem that we would like to mention here for
their connection to OPRL.

Stieltjes transform. Consider a Borel probability measure µ on R and assume it is absolutely
continuous with respect to the Lebesgue measure, µ(dx) = ν(x)dx and assume it has compact support
(i.e. for some R > 0 we have ν(x) = 0 for all |x| > R). The Steltjes transform of µ is the function

F (z) :=
∫
R
µ(dx)
z−x =

∫ R
−R

ν(x)
z−xdx. We will come back to this function later, but two main properties can

be understood immediately.

• It is a generating function of moments, in the sense that it is analytic at least within |z| > R,
and admits a Taylor expansion at z = ∞ whose coefficients are the moments. Indeed, by the
geometric series

1

z − x
=

+∞∑
k=0

xk

zk+1
, for all |z| > |x|, (3.2.33)

we obtain (exercise: prove that we can interchange series and integral)

F (z) =

∫ R

−R
ν(x)

+∞∑
k=0

xk

zk+1
dx =

+∞∑
k=0

mk

zk+1
, |z| > R. (3.2.34)

• On the other hand, F (z) is not defined on the support of ν; it can be shown however under mild
analytic assumptions on ν that F (z) is continuous up to the support of ν from above and below
the real axis and that the jump across the real axis recovers ν:

ν(x) =
i

2π
lim
ε→0+

[F (x+ iε)− F (x− iε)] . (3.2.35)

Exercise 3.2.17. (Hard.) Let the polynomials Pk(x) be defined by P−1(x) = 0, P0(x) = 1, and
Pk+1 = xPk(x)−Pk−1(x) for k ≥ 0. Find the orthogonality measure of these polynomials. (Hint: find
the moments mk = (Jk)1,1 to obtain the formal generating function F (z) =

∑+∞
k=0

mk
zk+1 and compute

the jump of F across the real axis.) ��

Not surprisingly OPRL associated to a measure µ enter the picture in this approach via the theory
of Padé approximation (that in general is useful, among other things, to detect poles outside the region
of convergence of the Taylor series of an analytic function) applied to the Stieltjes transform F (z).

Spectral theory of Jacobi operators. We consider for simplicity the finite dimensional case as
an example first. Namely, in Exercise 3.2.7 the OPRL Pk(x) for a measure with finite support, say
of cardinality r, are proved to exist unique with hk 6= 0 up to k ≤ r − 1. Let pk(x) = Pk(x)/

√
hk

be their orthonormal version, 0 ≤ k ≤ r − 1. It can be checked that the three-term recursion
xpk(x) = akpk+1 + bkpk(x) + ak−1pk−1(x) still holds true, as long as k ≤ r− 1 and so we can consider
the r × r Jacobi matrix

J =


b0 a0 0 · · · 0
a0 b1 a1 · · · 0
...

. . .
. . .

. . .
...

0 · · · ar−3 br−2 ar−2

0 · · · 0 ar−2 br−1

 . (3.2.36)
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We can retrieve the orthogonality measure from J : first, J is real symmetric so

J = O

x1 · · · 0
...

. . .
...

0 · · · xr

O> (3.2.37)

for some orthogonal r × r matrix O. We can use Lemma (3.2.12) to compute

mk = (e1, J
ke1) = (e1, O

x
k
1 · · · 0
...

. . .
...

0 · · · xkr

O>e1) = (O>e1,

x
k
1 · · · 0
...

. . .
...

0 · · · xkr

O>e1) = q2
1x

k
1 + · · ·+ q2

rx
k
r ,

(3.2.38)
where we set (q1, . . . , qn) = e>1 O (the first row of O). Therefore we recover the orthogonality measure
µ = q2

1δx1 + · · ·+ q2
rδxr . (Note that qi 6= 0 by Exercise 3.2.15.)

An approach to the moment problem in general consists of the following steps. First, given the
sequence of moments one constructs the associated OPRL and compute the Jacobi operator J. Then
one performs the construction above for all truncations J[k], obtaining a sequence of measures µk,
supported at k points. Extracting a convergent subsequence of measures as k → +∞ can be done
via classical (but advanced) theorems in analysis, like Helly’s selection principle. Then the limiting
measure provides an answer to the moment problem.

Another approach is to consider directly the infinite-dimensional version of the spectral theorem.
Suppose J defines a bounded operator on `2(Z≥0) (this happens if and only if the sequences ak, bk are
bounded). Then the spectral theory of bounded self-adjoint operators provides a projection-valued
measure E such that

J =

∫
σ(J)

xE(dx). (σ(J) := spectrum of J.) (3.2.39)

Therefore µ := (e1, Ee1) gives the orthogonality measure:

mk = (e1, J
ke1) =

∫
σ(J)

xk µ(dx). (3.2.40)

Not surprisingly then, the general case can be tackled by the spectral theory of unbounded self-
adjoint operators. A major result is that the solution to the moment problem is unique if and only
if the Jacobi operator is essentially self-adjoint. For more details, see Chapter 16 in: Schmudgen,
“Unbounded Self-Adjoint Operators on Hilbert Space”, GTM, 265. Springer, 2012.

3.2.5 Christoffel–Darboux identity

Proposition 3.2.18 (Christoffel–Darboux identity). Let (Pk(x))+∞
k=0 be a family of monic OPRL.

Then, for all integers n ≥ 1 we have

n−1∑
`=0

P`(x)P`(y)

h`
=

1

hn−1

Pn(x)Pn−1(x)− Pn−1(x)Pn(y)

x− y
(3.2.41)

Proof. It is equivalent to prove the formula

n−1∑
`=0

p`(x)p`(y) =

√
hn
hn−1

pn(x)pn−1(y)− pn−1(x)pn(y)

x− y
. (3.2.42)

for the orthonormal polynomials pk(x) := Pk(x)/
√
hk. The three-term recurrence, see (3.2.14),

xp`(x) = a`p`+1(x) + b`p`(x) + a`−1p`−1(x), ` ≥ 1, xp0(x) = a0p1(x) + b0p0(x) (3.2.43)

37



Chapter 3 – Orthogonal Polynomials

can be used to simplify the expression

(x− y)
n−1∑
`=0

p`(x)p`(y) =
n−1∑
`=0

(xp`(x))p`(y)−
n−1∑
`=0

p`(x)(yp`(y))

=

n−1∑
`=0

a`p`+1(x)p`(y) +

n−1∑
`=1

a`−1p`−1(x)p`(y)

−
n−1∑
`=0

a`p`(x)p`+1(y)−
n−1∑
`=1

a`−1p`(x)p`−1(y) (3.2.44)

where the terms with b`’s cancel each other. In the last expression, the first and fourth sums cancel
each other but for the term an−1pn(x)pn−1(y) and the second and third sum cancel each other but for
the term −an−1pn−1(x)pn(y)

Exercise 3.2.19. Let (pk(x))+∞
k=0 be a family of orthonormal polynomials on the real line. Prove the

identity (confluent Christoffel–Darboux identity)

n−1∑
`=0

p2
` (x) =

√
hn
hn−1

(p′n(x)pn−1(x)− pn(x)p′n−1(x)), p′k(x) :=
d

dx
pk(x). (3.2.45)

Write the corresponding formula for monic OPRL. (Hint: let y → x in (3.2.42).) ��

3.2.6 Further properties of the OPRL

Proposition 3.2.20 (zeros of OPRL). Let (Pk(x))+∞
k=0 be a family of monic OPRL associated with a

Borel measure µ (with infinite support) on R. Let [a, b] be the convex hull of the support of µ. Then

Pk(x) has k distinct real zeros lying in [a, b]. Moreover, let x
[k]
1 < · · · < x

[k]
k be the zeros of Pk(x), we

have
x

[k+1]
1 < x

[k]
1 < x

[k+1]
2 < · · · < x

[k+1]
i < x

[k]
i < x

[k+1]
i+1 < · · · < x

[k]
k < x

[k+1]
k+1 . (3.2.46)

The inequalities (3.2.46) go under the name of interlacing property for the zeros of OPRL.

Proof. Let x1 < · · · < xr be the zeros of Pk(x) such that: 1) they lie in the convex hull of the support of
µ and 2) they have odd multiplicity. Set Q(x) :=

∏r
i=1(x−xi). Note that Q(x)P (x) never changes sign

on the support of µ (all the zeros of Q(x)P (x) have even multiplicity). Hence
∫
RQ(x)P (x)µ(dx) 6= 0;

however degxQ = r ≤ k and to avoid a contradiction with the orthogonality property we need to have
k = r. Hence x1, . . . , xr are all the zeros of Pk.

For the second part, by the confluent Christoffel–Darboux formula (3.2.45) we have

P ′k+1(x)Pk(x)− P ′k(x)Pk+1(x) ≥ hk
h0

> 0, x ∈ R. (3.2.47)

Hence for any zero x∗ of Pk+1 we have

P ′k+1(x∗)Pk(x∗) > 0. (3.2.48)

Finally, at two consecutive zeros of Pk+1 the derivative P ′k+1 must take values with different sign
(because the zeros are simple), and so by the inequality (3.2.48) Pk must take values with different
sign, hence Pk must have a zero between any two consecutive zeros of Pk+1.

3.2.7 Classical OPLR

Hermite polynomials

The Hermite polynomials correspond to the Gaussian measure µ(E) =
∫
E exp(−x2/2)dx. The support

of the measure is R. They can be defined in terms of the Rodrigues’ formula (3.1.17) above. Their
three-term recurrence is given by bk = 0, wk = k (see Exercise 3.1.4).
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Laguerre polynomials

The Laguerre polynomials correspond to the Laguerre measure µ(E) =
∫
E∩(0,+∞) exp(−x)xαdx, for

a parameter α > −1. The support of the measure is [0,+∞). They can be defined in terms of the
Rodrigues’ formula

Pk(x) = exx−α

[(
− d

dx

)k
(e−xxα+k)

]
(3.2.49)

Exercise 3.2.21. Use (3.2.49) to prove the orthogonality relation with respect to the Laguerre mea-
sure. Compute the constants hk. Use again (3.2.49) to compute the three-term recurrence for the
Laguerre polynomials, i.e. compute bk for k ≥ 0 and wk for k ≥ 1. ��

Jacobi polynomials

The Jacobi polynomials correspond to the Jacobi measure µ(E) =
∫
E∩(0,1) x

α(1−x)βdx, for parameters

α, β > −1. The support of the measure is [0, 1]. They can be defined in terms of the Rodrigues’ formula

Pk(x) =
1∏k

j=1(α+ β + k + j)
x−α(1− x)−β

[(
− d

dx

)k
(xα+k(1− x)β+k)

]
. (3.2.50)

Exercise 3.2.22. Use (3.2.50) to prove that Pk(x) are monic polynomials of degree k and the orthog-
onality relation with respect to the Jacobi measure. Use again (3.2.50) to compute the three-term
recurrence for the Jacobi polynomials, i.e. compute bk for k ≥ 0 and wk for k ≥ 1. ��

3.3 Determinantal structure of correlation functions in unitary in-
variant models

3.3.1 Christoffel–Darboux kernel

Let V be a potential function as in Definition 2.2.5, so that R[x]e−
V (x)

2 ⊂ L2(R, dx). Let KV
n be the

rank n orthogonal projector of the Hilbert space L2(R,dx) onto the subspace R[x]≤n−1e−
V (x)

2 , where
R[x]≤d is the space of polynomials of degree ≤ d. In other words, for all f ∈ L2(R, dx) we have

(KV
n f)(x) =

∫
R
KV
n (x, y)f(y)dy (3.3.1)

for the kernel

KV
n (x, y) =

n−1∑
`=0

ψ`(x)ψ`(y), ψ`(x) :=
P`(x)√
h`

e−
V (x)

2 = p`(x)e−
V (x)

2 . (3.3.2)

Here P`(x), p`(x) are the OPRL (respectively monic and orthonormal) for the measure µ(dx) =
e−V (x)dx, whose existence and properties have been studied in general above. The orthogonality
property can be expressed by ∫

R
ψk(x)ψ`(x)dx = δk,`. (3.3.3)

Definition 3.3.1. KV
n and KV

n (·, ·) are called Christoffel–Darboux (CD) projector and CD kernel,
respectively. ��

The CD operator KV
n is a rank n orthogonal projector, a fact which can be equivalently expressed

by the two conditions
trKV

n = n, (KV
n )2 = Kn. (3.3.4)

These two conditions can be equivalently expressed in terms of the CD kernel as∫
R
Kn(x, x)dx = n,

∫
R
Kn(x, y)Kn(y, z)dy = Kn(x, z). (3.3.5)
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Exercise 3.3.2. Prove (3.3.5) from (3.3.2) directly using the orthogonality (3.3.3). ��

Note that by the Christoffel–Darboux identity (Proposition 3.2.18) we have

KV
n (x, y) =

√
hn
hn−1

exp

(
−V (x) + V (y)

2

)
pn(x)pn−1(y)− pn−1(x)pn(y)

x− y
(3.3.6)

and by (3.2.45)

KV
n (x, x) =

√
hn
hn−1

exp (−V (x)) (p′n(x)pn−1(x)− pn(x)p′n−1(x)). (3.3.7)

The relevance of the CD kernel for Hermitian random matrices with unitary symmetry is manifest
from the following proposition.

Proposition 3.3.3. The joint eigenvalue density of an unitary-invariant ensemble of Hermitian ma-
trices can be written as

1

ẐVn
∆2(x1, . . . , xn)e−V (x1) · · · e−V (xn) =

1

n!
det

1≤i,j≤n
(KV

n (xi, xj)). (3.3.8)

Proof. First, recall that ẐVn = n!Dn, see Exercise 3.2.8. Moreover, we have (using also Corollary 2.5.3)

∆2(x1, · · · , xn)e−V (x1) · · · e−V (xn) = h0 · · ·hn−1

(
det

1≤i,j≤n
(ψj−1(xi))

)2

. (3.3.9)

Next, h0 · · ·hn−1 = Dn and

(
det

1≤i,j≤n
(ψj−1(xi))

)2

= det

ψ0(x1) · · · ψn−1(x1)
...

. . .
...

ψ0(xn) · · · ψn−1(xn)

 · det

 ψ0(x1) · · · ψ0(xn)
...

. . .
...

ψn−1(x1) · · · ψn−1(xn)


= det


ψ0(x1) · · · ψn−1(x1)

...
. . .

...
ψ0(xn) · · · ψn−1(xn)

 ·
 ψ0(x1) · · · ψ0(xn)

...
. . .

...
ψn−1(x1) · · · ψn−1(xn)


 (3.3.10)

= det

K
V
n (x1, x1) · · · KV

n (x1, xn)
...

. . .
...

KV
n (xn, x1) · · · KV

n (xn, xn)

 (3.3.11)

and the proof is complete.

This expression for the joint eigenvalue distribution is particularly useful to study the marginal
eigenvalue distributions because of the following “integrating-out” formula.

Lemma 3.3.4 (Dyson, 1970). Let (X,F, µ) be a measure space and let K : X2 → C be a measurable
function satisfying ∫

X
K(x, y)K(y, z)µ(dy) = K(x, z). (3.3.12)

Then for all r ≥ 1 we have the identity∫
X

det
1≤i,j≤r

K(xi, xj)µ(dxr) =

(∫
X
K(x, x)µ(dx)− r + 1

)
det

1≤i,j≤r−1
K(xi, xj). (3.3.13)

Proof. Let us expand the determinant in the left side4∫
X

det
1≤i,j≤r

K(xi, xj)µ(dxr) =
∑
π∈Sr

(−1)|π|
∫
X
K(x1, xπ(1)) · · ·K(xr, xπ(r))µ(dxr). (3.3.14)

For each term in the sum over permutations π ∈ Sr we have two cases.

4See the proof of Lemma 3.1.1 for the notations regarding permutations.
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• π(r) = r. In this case we regard π as a permutation of {1, · · · , r − 1} only, i.e. π ∈ Sr−1 and

note that the sign of the permutation π does not change whether we consider it as a permutation
in Sr or in Sr−1. The corresponding terms in the RHS of (3.3.14) add up to

∑
π∈Sr−1

(−1)|π|K(x1, xπ(1)) · · ·K(xr−1, xπ(r−1))

∫
X
K(xr, xr)µ(dxr)

=

(∫
X
K(x, x)µ(dx)

)
det

1≤i,j≤r−1
K(xi, xj). (3.3.15)

• π(r) 6= r. In this case there exists necessarily j ∈ {1, . . . , r − 1} such that5 π = (j, r) ◦ π̃,

where π̃ ∈ Sr is such that π̃(r) = r, and so we view it as π̃ ∈ Sr−1, while (j, r) is the
transposition exchanging j and r and fixing everything else. Note that (−1)|π| = −(−1)|π̃| and
in the product

∏r
i=1K(xi, xπ(i)) the only two factors that involve xr are K(xr, xπ(r)) = K(xr, xj)

and K(xπ−1(r), xr) = K(xπ̃−1(j), xr). Hence, the corresponding terms in the RHS of (3.3.14) add
up to

−
r−1∑
j=1

∑
π̃∈Sr−1

(−1)|π̃|

 ∏
1≤i≤r−1
π̃(i)6=j

K(xi, xπ̃(i))

∫
X
K(xπ̃−1(j), xr)K(xr, xj)µ(dxr)

= −
r−1∑
j=1

∑
π̃∈Sr−1

(−1)|π̃|

 ∏
1≤i≤r−1
π̃(i) 6=j

K(xi, xπ̃(i))

K(xπ̃−1(j), xj)

= −
r−1∑
j=1

∑
π̃∈Sr−1

(−1)|π̃|
∏

1≤i≤r−1

K(xi, xπ̃(i))

= −(r − 1) det
1≤i,j≤r−1

K(xi, xj). (3.3.16)

The proof is complete by combining (3.3.15) and (3.3.16).

Corollary 3.3.5. With the assumptions of Lemma 3.3.4 and denoting

d :=

∫
X
K(x, x)µ(dx), (3.3.17)

for any integers r, s satisfying r ≥ s ≥ 1 we have

∫
Xs

det
1≤i,j≤r

K(xi, xj)µ(dxr−s+1) · · ·µ(dxr) =

 s∏
j=1

(d− r + j)

 det
1≤i,j≤r−s

K(xi, xj). (3.3.18)

Note that in view of (3.3.5) we deduce from the above corollary that for the Christoffel–Darboux
kernel KV

n in (3.3.2), we have

∫
Rs

det
1≤i,j≤n

KV
n (xi, xj) dxn−s+1 · · · dxn = s! det

1≤i,j≤n−s
KV (xi, xj), for all 1 ≤ s ≤ n. (3.3.19)

5We compose from right to left as usual for composition of functions, namely we first perform π̃ and then exchange
j with r.
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3.3.2 Correlation functions

We have seen (Proposition 3.3.3) that the eigenvalues x1, . . . , xn of a random Hermitian matrix dis-
tributed according to a unitary-invariant model (Definition 2.2.5) have the joint probability distribu-
tion

1

n!
det

1≤i,j≤n
(KV

n (xi, xj)) dx1 · · · dxn, (3.3.20)

which is symmetric in the xi’s.

One-point correlation function

A first natural question is to describe the eigenvalue density6

ρ1(x) := lim
ε→0+

1

ε
E
[
number of eigenvalues in (x− ε

2
, x+

ε

2
)
]
. (3.3.21)

This function would represent the average histogram of eigenvalues.

In more precise terms, introduce the random variable (for any Borel A ⊆ R)

#A := number of eigenvalues in A. (3.3.22)

Then the function ρ1(x) is defined in terms of the property

E [#A] =

∫
A
ρ1(x)dx, for all Borel sets A ⊆ R (3.3.23)

and is called one-point correlation function. We now show that it exists by a direct computation:7

E[#A] =
1

n!

∫
Rn

(1A(x1) + · · ·+ 1A(xn)) det
1≤i,j≤n

(KV
n (xi, xj))dx1 · · · dxn

=
1

(n− 1)!

∫
A

(∫
Rn−1

det
1≤i,j≤n

(KV
n (xi, xj))dx2 · · · dxn

)
dx1

=

∫
A
KV
n (x1, x1) dx1 (3.3.24)

where in the last step we use (3.3.19) (with s = n− 1). Therefore

ρ1(x) = KV
n (x, x). (3.3.25)

Remark 3.3.6. Sanity check: obviously, #R = n surely, and indeed E[#R] =
∫
RK

V
n (x, x)dx = n. ��

Exercise 3.3.7. Let f : R→ R be a continuous function with polynomial growth as x→ ±∞. Prove
that

E[tr (f(M))] =

∫
R
f(x)KV

n (x, x)dx. (3.3.26)

where the expectation on the left is taked with respect to an unitary-invariant ensemble of Hermitian
matrices with potential V (Definition 2.2.5). Deduce the following identity for the moments of ρ1(x) =
KV
n (x, x): ∫

R
x`ρ1(x)dx = E[tr (M `)]. (3.3.27)

��
6Hereafter we use E to denote the probabilistic expectation.

7We denote 1S(x) :=

{
1, x ∈ S,
0, else,

the characteristic function of a set S.
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Two-point correlation function

Since the joint distribution of eigenvalues is not factorized we cannot expect that E[#A1 · #A2 ] =
E[#A1 ]E[#A2 ], not even for disjoint Borel sets A1, A2 ⊆ R, A1 ∩A2 = ∅. In other words, the random
variables #A1 ,#A2 are not independent (even when A1 ∩A2 = ∅).

Let us compute, for n ≥ 2 and disjoint Borel sets A1, A2 ⊆ R, A1 ∩A2 = ∅,

E[#A1 ·#A2 ] =
1

n!

∫
Rn

(
n∑
l=1

1A1(xl)

)(
n∑

m=1

1A2(xm)

)
det

1≤i,j≤n
(KV

n (xi, xj))dx1 · · · dxn

=
1

n!

n∑
l,m=1

∫
Rn

1A1(xl)1A2(xm) det
1≤i,j≤n

(KV
n (xi, xj))dx1 · · · dxn. (3.3.28)

Here the summands corresponding to l = m do not contribute because A1 ∩ A2 = ∅, and so by
symmetry we have

E[#A1 ·#A2 ] =
1

(n− 2)!

∫
A1×A2

(∫
Rn−2

det(KV
n (xi, xj))dx3 · · · dxn

)
dx1dx2

=

∫
A1×A2

ρ2(x1, x2) dx1dx2 (3.3.29)

where we use (3.3.19) with s = n− 2 and we set

ρ2(x1, x2) := det

(
KV
n (x1, x1) KV

n (x1, x2)
KV
n (x2, x1) KV

n (x2, x2)

)
= KV

n (x1, x1)KV
n (x2, x2)−KV

n (x1, x2)KV
n (x2, x1).

(3.3.30)
The function ρ2(x1, x2) is called two-point correlation function.

Let us repeat the same computation for A1 = A2 = A instead; we get

E[(#A)2] = E

[(
n∑
l=1

1A(xl)

)(
n∑

m=1

1A(xm)

)]

=
1

n!

n∑
l,m=1

∫
Rn

1A(xl)1A(xm) det
1≤i,j≤n

(KV
n (xi, xj))dx1 · · · dxn. (3.3.31)

Now divide the sum into terms with l = m and l 6= m, and by symmetry we have

E[(#A)2] =
1

(n− 1)!

∫
A

(∫
Rn−1

det
1≤i,j≤n

(KV
n (xi, xj))dx2 · · · dxn

)
dx1

+
1

(n− 2)!

∫
A2

(∫
Rn−2

det
1≤i,j≤n

(KV
n (xi, xj))dx3 · · · dxn

)
dx1dx2

=

∫
A
ρ1(x1)dx1 +

∫
A2

ρ2(x1, x2)dx1dx2

= E[#A] +

∫
A2

ρ2(x1, x2)dx1dx2. (3.3.32)

Summarizing:

• For A1, A2 ⊆ R disjoint Borel sets A1 ∩A2 = ∅

E[#A1 ·#A2 ] =

∫
A1×A2

ρ2(x1, x2)dx1dx2. (3.3.33)

• For A ⊆ R Borel set we have

E[#A · (#A − 1)] =

∫
A2

ρ2(x1, x2)dx1dx2. (3.3.34)
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Note that we can express the result uniformly for both cases: E[#A1 ·#A2 ] for A1, A2 disjoint is
the expected number of ordered pairs (λ1, λ2) of distinct eigenvalues with λ1 ∈ A1 and λ2 ∈ A2; in the
same way, also E[#A · (#A − 1)] is the number of ordered pairs (λ1, λ2) of distinct eigenvalues with
λ1 ∈ A and λ2 ∈ A.

Therefore, by additivity we obtain the following uniform interpretation for the quantity

m2(A×B) =

∫
A×B

ρ2(x1, x2)dx (3.3.35)

for arbitrary Borel sets A,B ⊆ R: it is the expected number of ordered pairs of distinct eigenvalues
(λ1, λ2) with λ1 ∈ A and λ2 ∈ B. By standard theorems about measures on product spaces (here,
R×R), m2 defines a measure on R2, called two-point correlation measure and its density with respect
to the Lebesgue measure is the two-point correlation function ρ2.

Exercise 3.3.8. Let f, g : R→ R be two continuous functions with polynomial growth at x→ ±∞.
Prove that

E[tr f(M) · tr g(M)] =

∫
R2

f(x)g(y)ρ2(x, y)dxdy +

∫
R
f(x)g(x)ρ1(x)dx. (3.3.36)

��

Correlation functions in general

For k ≥ 1 and Borel sets A1, · · · , Ak define (assuming the size n of the random matrix satisfies n ≥ k)

mk(A1 × · · · ×Ak) (3.3.37)

to be the expected number of ordered ktuples of eigenvalues (λ1, . . . , λk) with λi ∈ Ai.

Exercise 3.3.9. 1. Prove that for any Borel sets A1, . . . , Ak ⊆ R which are pairwise disjoint,
Ai ∩Aj = ∅ for all i 6= j, we have

mk(A1 × · · · ×Ak) = E[#A1 · · ·#Ak ] (3.3.38)

2. Prove that for all Borel sets A ⊆ R

mk(A
k) = k!E

[(
#A

k

)]
. (3.3.39)

where
(

#A
k

)
:= #A·(#A−1)···(#A−k+1)

k! .

3. Finally, prove that for any 1 ≤ s ≤ k, any collection of integers k1, . . . , ks > 0 satisfying
k1 + · · ·+ ks = k, and any disjoint Borel subsets A1, . . . , As ⊆ R (Ai ∩ Aj = ∅ for all i 6= j) we
have

mk(A
k1
1 × · · · ×A

ks
s ) = k1! · · · ks!E

[(
#A1

k1

)
· · ·
(

#As

ks

)]
. (3.3.40)

��

Theorem 3.3.10. mk in (3.3.37) defines a measure on Rk which is absolutely continuous with
respect to the Lebesgue measure and with density

ρk(x1, . . . , xk) = det
1≤i,j≤k

KV
n (xi, xj). (3.3.41)

Definition 3.3.11. mk is called k-point correlation measure and ρk is called k-point correlation
function. ��
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Proof. By standard theorems in measure theory, mk defined in (3.3.37) extends to a measure on Rk.
Note that any “rectangle” B1 × · · · × Bk, for arbitrary Borel sets Bi ⊆ R can be decomposed into a
finite disjoint union of sets of the form Ak11 ×· · ·×Akss for disjoint Borel Ai ⊆ R, with k1 + · · ·+ks = k.
Therefore we only need to prove the identity

E
[(

#A1

k1

)
· · ·
(

#As

ks

)]
=

1

k1! · · · ks!

∫
A
k1
1 ×···×A

ks
s

det
1≤i,j≤k

KV
n (xi, xj)dx1 · · · dxk. (3.3.42)

To prove it, first note that (
#A

k

)
=

∑
J⊆{1,...,n}
|J |=k

∏
j∈J

1A(xj), (3.3.43)

because both sides count the number of unordered k-tuples of eigenvalues lying in A. Hence

E
[(

#A1

k1

)
· · ·
(

#As

ks

)]
=

1

n!

∫
Rn

det
1≤p,q≤n

KV
n (xp, xq)

∑
J1,...,Js⊆{1,...,n}

|Ji|=ki

s∏
i=1

∏
j∈Ji

1Ai(xj)

=
1

n!

∫
Rn

det
1≤p,q≤n

KV
n (xp, xq)

∑
J1,...,Js⊆{1,...,n}

|Ji|=ki
Ja∩Jb=∅

s∏
i=1

∏
j∈Ji

1Ai(xj), (3.3.44)

where in the last step we use that the Ai’s are pairwise disjoint. Due to the symmetry in x1, . . . , xn of
the integrand, it is enough to compute the contribution from J1 = {1, . . . , k1}, J2 = {k1+1, . . . , k1+k2},
. . . , Js = {k1 + · · ·+ks−1 +1, . . . , k1 + · · ·+ks} and multiply it for the number of ways in which we can
choose J1, . . . , Js ⊆ {1, . . . , n} with |Ji| = ki and pairwise disjoint; the latter factor is the multinomial
coefficient (

n

k1 · · · ks

)
=

n!

k1! · · · ks!(n−
∑s

i=1 ki)!
(3.3.45)

hence we get

E
[(

#A1

k1

)
· · ·
(

#As

ks

)]
=

1

k! · · · ks!(n−
∑s

i=1 ki)!

∫
A
k1
1 ×···×A

ks
s

(∫
Rn−k

det
1≤p,q≤n

KV
n (xp, xq)

)
dx1 · · · dxk

=
1

k! · · · ks!

∫
A
k1
1 ×···×A

ks
s

det
1≤p,q≤k

KV
n (xp, xq) dx1 · · · dxk (3.3.46)

where in the last step we use (3.3.19) with s = n− k.

Remark 3.3.12. Note that mk is not in general a probability measure on Rk:

mk(Rk) =

∫
Rk
ρk(x1, . . . , xk)dx1 · · · dxk =

n!

(n− k)!
. (3.3.47)

��

3.3.3 CUE and a first encounter with the Sine-kernel

The situation for the CUE can be analyzed in a similar way. First, the joint eigenvalue distribution
can be expressed as (exercise, mimic the Hermitian case, Proposition 3.3.3)

1

n!(2π)n
|∆|2(eiϕ1 , . . . , eiϕn) =

1

n!
det

1≤i,j≤n
KCUE
n (ϕi, ϕj) (3.3.48)

where8

KCUE
n (ϕ1, ϕ2) =

n−1∑
`=0

ei(ϕ1−ϕ2)`

2π
=

1

2π

ei(ϕ1−ϕ2)n − 1

ei(ϕ1−ϕ2) − 1
. (3.3.49)

8The last equality is also true when ϕ1 = ϕ2 in the sense of the limit ϕ2 → ϕ1. We shall omit this remark in similar
situations in the following.
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KCUE
n is the kernel of the orthogonal projector of L2(S1, dϕ) onto the span of ei`ϕ for 0 ≤ ` ≤ n− 1.

As such, we have∫ 2π

0
KCUE
n (ϕ,ϕ)dϕ = n,

∫ 2π

0
KCUE
n (ϕ1, ϕ2)KCUE

n (ϕ2, ϕ3)dϕ2 = KCUE
n (ϕ1, ϕ3), (3.3.50)

which are the analogue of (3.3.5). Note however the kernel is not symmetric, but rather self-adjoint:

KCUE
n (ϕ2, ϕ1) = KCUE

n (ϕ1, ϕ2). (3.3.51)

(Again, z̄ = x− iy is the complex conjugate of z = x+ iy.)

In particular Lemma 3.3.4 and Corollary 3.3.5 apply to KCUE
n as well.

The correlation functions ρk(ϕ1, . . . , ϕk) are defined by the property

E
[(

#A1

k1

)
· · ·
(

#As

ks

)]
=

1

k1! · · · ks!

∫
A
k1
1 ×···×A

ks
s

ρk(ϕ1, . . . , ϕk)dϕ1 · · · dϕk, (3.3.52)

for k1 + · · ·+ ks = k and A1, . . . , As disjoint Borel sets in [0, 2π). The computation of the correlation
functions proceeds similarly to the Hermitian case: explicitly (exercise)

ρk(ϕ1, . . . , ϕk) = det
1≤i,j≤k

KCUE
n (ϕi, ϕj). (3.3.53)

An equivalent formulation of the CUE kernel

It is customary to rewrite the CUE kernel in a more symmetric way as follows

KCUE
n (ϕ1, ϕ2) =

1

2π

ei(ϕ1−ϕ2)n − 1

ei(ϕ1−ϕ2) − 1
=

1

2π

e
i
2
n(ϕ1−ϕ2)

e
i
2

(ϕ1−ϕ2)

sin
(
n
2 (ϕ1 − ϕ2)

)
sin
(

1
2(ϕ1 − ϕ2)

) =
qn(ϕ1)

qn(ϕ2)
K̂CUE
n (3.3.54)

where we set

qn(ϕ) := ein−1
2
ϕ, K̂CUE

n (ϕ1, ϕ2) :=
1

2π

sin
(
n
2 (ϕ1 − ϕ2)

)
sin
(

1
2(ϕ1 − ϕ2)

) . (3.3.55)

Note that the CUE eigenvalue distribution can be equivalently expressed as

1

n!
det

1≤i,j≤n
KCUE
n (ϕi, ϕj) =

1

n!
det

1≤i,j≤n
K̂CUE
n (ϕi, ϕj) (3.3.56)

and similarly for the correlation functions

ρk(ϕ1, . . . , ϕk) = det
1≤i,j≤k

K̂CUE
n (ϕi, ϕj). (3.3.57)

Scaling and Sine kernel

The one-point correlation function ρ1, i.e. the eigenvalue density, is uniform:

ρCUE1 (ϕ) = KCUE
n (ϕ,ϕ) = K̂CUE

n (ϕ,ϕ) =
n

2π
. (3.3.58)

It is therefore natural to rescale the eigenvalues according to

(−π, π) 3 ϕi =
2π

n
xi, xi ∈ R. (3.3.59)

Proposition 3.3.13. For all ϕ ∈ [−π, π) and all x, y ∈ R we have

lim
n→+∞

2π

n
K̂CUE
n

(
ϕ+

2π

n
x, ϕ+

2π

n
y

)
= Ksine(x, y) :=

sin(π(x− y))

π(x− y)
. (3.3.60)
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Note that the statement can be equivalently formulated as

lim
n→+∞

1

ρ1(ϕ)
K̂CUE
n

(
ϕ+

2π

n
x, ϕ+

2π

n
y

)
= Ksine(x, y). (3.3.61)

It follows that for large size n, the microscopic eigenvalue correlations (2π/n)kρk(ϕ+ 2π
n x1, . . . , ϕ+

2π
n xk) converge to

ρsinek (x1, . . . , xk) = det
1≤i,j≤k

(
sin(π(xi − xj))
π(xi − xj)

)
. (3.3.62)

This type of correlation functions is universal, in a sense that we will explore further in the rest of
the course. However, first we want to describe a more precise notion of convergence of eigenvalue
distributions as n→ +∞ which can be given by the theory of point processes.

Remark 3.3.14. The universality of the Sine kernel goes well beyond the realm of random matrices.
One outstanding example is the discovery by Montgomery and Dyson that the same kernel describes
the two-point correlation of zeros of the Riemann zeta function (generalized to the k-point correlation
function by Hejhal and Rudnick–Zarnack). ��

-4 -2 2 4

0.2

0.4

0.6

0.8

1.0

Figure 3.1: Two-point correlation function ρsine2 (x1, x2) = 1−Ksine(x1, x2)Ksine(x2, x1) = 1− sin2(πy)
π2y2

as a function of y := x1 − x2.
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Chapter 4

Determinantal Point Processes

4.1 Point Processes and correlation functions

Let E be a locally compact1 separable2 complete3 metric space. In applications usually E is Rd, Sd,Zd.
Let B(E) be the sigma-algebra of Borel subsets of E (i.e. the smallest sigma-algebra of subsets of E
containing all closed and open subsets of E).

Definition 4.1.1. A subset X ⊆ E is said to be locally finite if and only if X ∩ B is a finite set for
all bounded B ⊆ E. Let Conf (E) be the set of locally finite subsets of E.

For all bounded subsets B ⊆ E, let the counting function of B be4

#B : Conf (E)→ Z≥0 : X 7→ #(X ∩B). (4.1.1)

Namely, they assign to any locally finite subset of E the number of points which are in B.
Let B(Conf (E)) be the smallest sigma-algebra of subsets of Conf (E) that makes the counting

functions measurable.
A (simple)5 point process on E is a probability measure P on (Conf (E),B(Conf (E))). ��

A convenient way to characterize point processes is given by correlation functions, which are a
direct generalization of the notion we have introduced for the eigenvalues of random matrices.

Definition 4.1.2. Let ν be a fixed reference measure on E and let a point process on E be given. A
function ρk ∈ L1

loc(E
k, ν⊗k) is called k-point function if and only if for any 1 ≤ s ≤ k, any collection

of integers k1, . . . , ks > 0 satisfying k1 + · · ·+ks = k, and any disjoint Borel subsets A1, . . . , As ∈ B(E)
(Ai ∩Aj = ∅ for all i 6= j) we have

k1! · · · ks!E
[(

#A1

k1

)
· · ·
(

#As

ks

)]
=

∫
A
k1
1 ×···×A

ks
s

ρk(x1, . . . , xk)ν(dx1) · · · ν(dxk). (4.1.2)

In all our examples, E = R, S1,Z a reference measure is given (Lebesgue measure, arc-length measure,
counting measure) and the correlation functions, if they exists, are tacitly assumed to be defined with
respect to these measures. ��

Example 4.1.3. 1. Eigenvalue process (on E = R for unitary-invariant ensembles of Hermitian
matrices, on E = S1 for the CUE).

2. The previous example is contained in the class of processes with a deterministic finite number
n of particles. An easy construction is the following. Let n ≥ 1 be a fixed number and let
p(x1, . . . , xn) be a symmetric probability density on Rn. It defines a point process by taking

1i.e., for all x ∈ E there exists an open U ⊆ E and a compact K ⊆ E such that x ∈ U ⊆ K.
2i.e., there exists a countable dense subset of E.
3i.e., all Cauchy sequences converge.
4Here #(S) denotes the cardinality of the set S.
5More complicated point processes can account for particles with multiplicity.
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the random configuration of points to be the set {x1, . . . , xn} where (x1, . . . , xn) is a random
vector valued random variable with joint probability density function given by p (and so, xi 6= xj
almost surely so that almost surely there are n particles in the configuration). The correlation
functions exist and are given by (exercise)

ρk(x1, . . . , xk) =
n!

(n− k)!

∫
Rn−k

p(x1, . . . , xn)dxk+1 · · · dxn. (4.1.3)

(Exercise: what are the correlation functions for k > n?)

3. Let X be a random variable with range the non-negative integers n; we say that X is a Poisson
random variable of intensity λ > 0, and write X ∼ Pois(λ), if and only if

P(X = n) = e−λ
λn

n!
. (4.1.4)

The Poisson process of intensity λ > 0 on R is the unique point process such that #[a,b) ∼
Pois(λ(b− a)) for all a < b and such that #[a,b) and #[c,d) are independent for all a < b ≤ c < d.
The correlation functions exist and are given by (exercise)

ρk(x1, . . . , xk) = λk. (4.1.5)

Note in particular that the Poisson point process has infinitely many particles. The example
can be generalized naturally by taking λ no longer constant, but rather λ ∈ L1

loc and in this case
ρk(x1, . . . , xk) = λ(x1) · · ·λ(xk).

��

The following important theorem, which we do not prove here, allows one to define point processes
just by assigning correlation functions.

Theorem 4.1.4 (Lenard, 1973). Let E be a locally compact, separable, complete metric space, and
let ν be a fixed measure on E. Let symmetric functions ρk ∈ L1

loc(E
k, ν⊗k) be given for all k ≥ 1. The

following two assertions are equivalent.

1. ρk(x1, . . . , xk) are the correlation functions of a point process on E.

2. For any collection φ0, φ1, . . . , φN of compactly supported measurable functions φk : Ek → R
satisfying

φ0 +

N∑
k=1

∑
1≤i1,··· ,ik≤N

ia 6=ib

φk(xi1 , . . . , xik) ≥ 0 (4.1.6)

we have

φ0 +
N∑
k=1

∫
Ek
φk(x1, . . . , xk)ρk(x1, . . . , xk)dx1 · · · dxk ≥ 0. (4.1.7)

Moreover, if the ρk’s satisfy these conditions, the point process with correlation functions ρk is unique
if and only if #B are determined by their moments for all Borel B ⊆ E.

The criterion can be quite hard to apply in general. However, we can restrict to a subclass of point
processes for which the situation is simpler and which covers all examples that we need from Random
Matrix Theory (and, actually, many more).

4.2 Determinantal Point Processes

The following notion goes back to Macchi (1975).
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Definition 4.2.1. A point process on E is called determinantal if and only if it has all correlation
functions ρk and moreover

ρk(x1, . . . , xk) = det
1≤i,j≤k

K(xi, xj) (4.2.1)

for some function K : E × E → C called correlation kernel satisfying

K(x, y) = K(y, x). (4.2.2)

��

Remark 4.2.2. 1. Note that as long as the determinantal point process is concerned, another kernel
K̃(x, y) = q(x)K(x, y)/q(y) (for a nonzero function q : E → C\{0}) defines the same correlation
functions, hence the same point process. Therefore, the correlation kernel for a determinantal
process is not unique.

2. The matrices (K(xi, xj))
k
i,j=1 need to be semipositive-definite6 (for almost all (x1, . . . , xk) ∈ Rk)

by Sylvester’s criterion because ρk(x1, . . . , xk) ≥ 0 for almost all (x1, . . . , xk) ∈ R and all k ≥ 1.
��

There is a close connection to the theory of operators on the Hilbert space L2(E, ν) which is
convenient for the general theory of determinantal point processes. For our purposes and to keep
technicalities to a minimum we shall assume E = R and ν =Lebesgue measure.

Let us denote 〈f, g〉 :=
∫
R f(x)g(x)dx the standard scalar product on L2(R). The correlation

kernel K(x, y) corresponds to an operator K on L2(R) via

K : f 7→
∫
R
K(x, y)f(y)dy, f ∈ L2(R). (4.2.3)

The composition of two operators K1,K2 of this form is again of this form, with kernel∫
R
K1(x, t)K2(t, y)dt. (4.2.4)

Let us recall the following notions which apply to an operator of the form (4.2.3).

• The condition (4.2.2) implies that the operator K is self-adjoint in the sense that

〈f,Kg〉 = 〈Kf, g〉, ∀f, g ∈ L2(R). (4.2.5)

• For a self-adjoint operator K on L2(R) we write K ≥ 0 if and only if K is semipositive-definite,
i.e. 〈f,Kf〉 ≥ 0 for all f ∈ L2(R). We write K ≥ λ (for λ ∈ R) if and only if K − λI ≥ 0, and
K ≤ λ if and only if λI −K ≥ 0.

• An operator K in the form (4.2.3) is Hilbert–Schmidt if and only if∫
R2

|K(x, y)|2dxdy < +∞. (4.2.6)

• An operator on L2(R) is trace-class if and only if it is the composition of two Hilbert–Schmidt
operators.

• An operator on L2(R) is locally trace-class if and only if its restriction 1BK1B to L2(B) is a
trace-class operator for all bounded Borel sets B ⊂ R.

Theorem 4.2.3 (Soshnikov). A kernel K : R2 → C satisfying (4.2.2) defines uniquely a point
process if and only if the associated self-adjoint operator K on L2(R) is locally trace-class and
0 ≤ K ≤ 1.

6An Hermitian matrix P ∈ Hn is semipositive-definite if and only if v†Pv ≥ 0 for all v ∈ Cn.
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We omit the proof, which can be found, e.g., in the survey article by Soshnikov.

Remark 4.2.4. In particular, a locally trace-class orthogonal projector K (i.e., K = K† = K2, and K

locally trace-class) always satisfies the conditions of Theorem 4.2.3. Indeed, any orthogonal projector
K = K† = K2 is ≥ 0,

〈f,Kf〉 = 〈f,K2f〉 = 〈K†f,Kf〉 = 〈Kf,Kf〉 ≥ 0, (4.2.7)

and 1−K is also an orthogonal projector, hence semi-positive definite as well.
Not all determinantal point processes come from orthogonal projectors (even though in these notes

we will be mostly concerned with this case). ��
Remark 4.2.5. The condition that K is locally trace-class ensures the necessary condition that #B is
almost surely finite when B is a bounded Borel set. This is indeed the case if and only if its expectation
E[#B] =

∫
BK(x, x)dx is a finite number. Indeed, if 1BK1B = K1K2 with Hilbert–Schmidt operators

K1,K2 then ∫
B
K(x, x)dx =

∫
R

1B(x)K(x, x)dx

=

∫
R

∫
R
K1(x, y)K2(y, x)dydx

≤
∫
R2

|K1(x, y)K2(y, x)|dxdy

≤

√∫
R2

|K1(x, y)|2dxdy

√∫
R2

|K2(x, y)|2dxdy < +∞, (4.2.8)

where in the last step we use Cauchy–Schwarz. ��

Sine process.

We aim at showing, using Theorem 4.2.3, that the sine kernel

Ksine(x, y) =
sin(π(x− y))

π(x− y)
= Ksine(y, x) (4.2.9)

(which we introduced above) defines uniquely a point process; namely, there exists a unique point
process on R with correlation functions ρsinek (x1, . . . , xk) = det1≤i,j≤kK

sine(xi, xj).
The main idea is to express the sine kernel as

Ksine(x, y) =

∫ π

−π
ei(x−y)t dt

2π
. (4.2.10)

(Informally this representation could be regarded as the large n limit of (3.3.49).) We can rewrite this
expression as

Ksine(x, y) =

∫ π

−π

eixt

√
2π

e−ity

√
2π

dt (4.2.11)

i.e. the operator Ksine : L2(R) → L2(R) is the composition Ksine = K1K2 of the operators K1,K2 on
L2(R) defined by

(Kjf)(x) =

∫
R
Kj(x, y)f(y)dy (j = 1, 2) (4.2.12)

with

K1(x, t) :=
eixt

√
2π

1(−π,π)(t), K2(t, y) := 1(−π,π)(t)
e−ity

√
2π
. (4.2.13)

We are ready to check the conditions of Theorem 4.2.3.

1. K is locally trace-class. Take any bounded Borel set B ⊆ R, then 1BK
sine1B = 1BK1K21B.

The operator 1BK1 has kernel 1B(x)K1(x, t) and hence is Hilbert–Schmidt; the operator K21B
has kernel K2(t, y)1B(y) and hence is Hilbert–Schmidt. Therefore 1BK1B is the composition of
two Hilbert–Schmidt operators and so is trace-class.
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2. 0 ≤ K ≤ 1. By Remark 4.2.4, it is enough to show that Ksine is an orthogonal projector. Indeed,
recall the Fourier and inverse Fourier transforms;

(Ff)(x) =

∫
R

e−ixy

√
2π

f(y)dy, (F−1f)(x) =

∫
R

eixy

√
2π
f(y)dy. (4.2.14)

F and F−1 = F† are unitary operators on L2(R) and by the above calculations we also have

Ksine = F†1(−π,π)F. (4.2.15)

Hence Ksine is the orthogonal projector onto the subspace in L2(R) of functions whose Fourier
transform is supported in [−π, π].

4.3 Convergence of point processes

Let P(n) be a sequence of point processes on E. A natural notion of convergence for point processes
is convergence in probability to a point process P on E: namely

P(n)(X)→ P(X) (4.3.1)

for all X ∈ B(Conf (E)).

• P(n) converges in probability to P if and only if, for any B1, . . . , Bs ∈ B(E), the vector-valued

random variables (#
(n)
B1
, . . . ,#

(n)
Bs

) converge in law to (#B1 , . . . ,#Bs), or

• P(n) converges in probability to P provided that all processes have correlation functions of all

orders and ρ
(n)
k (x1, . . . , xk) converge locally uniformly in the variables xi to ρk(x1, . . . , xk). In

the determinantal case, it is enough that K(n)(x, y) converges locally uniformly in the variables
x, y to K(x, y).

For example, we have seen that the re-scaled eigenvalue process of the CUE converges, when the
size tends to infinity, to the sine process. Hence, local statistics of eigenvalues of the CUE can be
computed in the large size limit using the correlation functions of the sine process.

The universality phenomenon in random matrix theory refers to the existence of few point processes
representing limits of many diverse eigenvalue processes; the sine process is one of these universal
processes.

4.4 Generating functions, gap probabilities

Let a point process P on E be given and let B be a bounded Borel set. The series of z given by

E[z#B ] =
∑
n≥0

zn P(#B = n) (4.4.1)

is useful in computations and is termed generating function. For example,

E[z#B ]
∣∣∣
z=0

= P(#B = 0), (4.4.2)

(a gap probability) or, more generally,

1

n!

dn

dzn
E[z#B ]

∣∣∣
z=0

= P(#B = n). (4.4.3)

Theorem 4.4.1. If P is determinantal with correlation kernel K, we have

E[z#B ] = 1 +
∑
k≥1

(z − 1)k

k!

∫
Bk

det
1≤i,j≤k

K(xi, xj)dx1 . . . dxk (4.4.4)

and the series is absolutely convergent for all z ∈ C, so that E[z#B ] is an entire function of z.
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Proof. First, we compute

E[z#B ] =
∑
n≥0

zn P(#B = n)

=
∑
n≥0

(z − 1 + 1)n P(#B = n)

=
∑
n≥0

n∑
k=0

(
n

k

)
(z − 1)k P(#B = n)

∗
=
∑
k≥0

(z − 1)k
∑
n≥k

(
n

k

)
P(#B = n)

=
∑
k≥0

(z − 1)k E
[(

#B

k

)]

= 1 +
∑
k≥1

(z − 1)k

k!

∫
Bk
ρk(x1, . . . , xk)dx1 · · · dxk

= 1 +
∑
k≥1

(z − 1)k

k!

∫
Bk

det
1≤i,j≤k

K(xi, xj)dx1 . . . dxk (4.4.5)

In the step marked with ∗ we exchange order of summation; this can be done because the double
series in n, k is absolutely convergent, as we now show. Indeed, for a semipositive-definite matrix the
determinant is smaller than the product of the diagonal entries (Lemma 4.4.2 below), hence∫

Bk
det

1≤i,j≤k
K(xi, xj)dx1 . . . dxk ≤

∫
Bk

k∏
i=1

K(xi, xi)dx1 · · · dxk =

(∫
B
K(x, x)dx

)k
. (4.4.6)

However, CB := E[#B] =
∫
B |K(x, x)|dx < +∞ and so

1 +
∑
k≥1

∣∣∣∣(z − 1)k

k!

∫
Bk

det
1≤i,j≤k

K(xi, xj)dx1 . . . dxk

∣∣∣∣ ≤∑
k≥0

|z − 1|kCkB
k!

= eCB |z−1| (4.4.7)

and the series is absolutely convergent.

Lemma 4.4.2. Let P ∈ Hn be a semi-positive definite Hermitian matrix of size n, i.e. v†Pv ≥ 0 for
all v ∈ Cn. Then

detP ≤
n∏
i=1

Pii. (4.4.8)

Proof. First, if detP = 0 the inequality is ensured by the fact that Pii = e†iPei ≥ 0; therefore, let us
assume that P is non-singular, detP > 0. The case n = 1 is obvious, and so we reason by induction.
For n ≥ 2 factorize P as follows:

P =

(
P̃ v

v† Pnn

)
=

(
1n−1 0

b† 1

)(
P̃ v

0 c

)
(4.4.9)

where P̃ is the (n − 1) × (n − 1) submatrix of P obtained removing the last row and column, and
b ∈ Cn−1, c ∈ C are determined by

b†P̃ = v† ⇒ b† = v†P̃−1, b†v + c = Pnn ⇒ c = Pnn − v†P̃−1v ≤ Pnn, (4.4.10)

because P̃−1 is positive-definite provided P̃ is, and P̃ is positive-definite because P is (by Sylvester’s
criterion). Finally:

detP = cdet P̃ ≤ Pnn det P̃ ≤
induction hypothesis

Pnn

n−1∏
i=1

P̃ii =
n∏
i=1

Pii, (4.4.11)

and the proof is complete.
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Exercise 4.4.3. Prove that for any matrix M = (c1| · · · |cn), where ci ∈ Cn are its columns, we
have |detM | ≤

∏n
i=1 ‖ci‖, which is known as “Hadamard inequality”. (Hint: apply Lemma 4.4.2 to

P := M †M .) ��

Exercise 4.4.4. Deduce from Lemma 4.4.2 that ρk(x1, . . . , xk) ≤ ρ1(x1) · · · ρ1(xk), and so that

E[#B1 · · ·#Bk ] ≤ E[#B1 ] · · ·E[#Bk ] for disjoint Borel sets B1, . . . , Bk. (4.4.12)

(This is another manifestation of repulsion in determinantal point processes). ��

Exercise 4.4.5. Let B1, . . . , Bs be a family of bounded disjoint Borel sets in E. Under the same
assumptions of the previous theorem, prove that

E[z
#B1
1 · · · z#Bs

s ] =
∑

k1,··· ,ks≥0

(z1 − 1)k1 · · · (zs − 1)ks

k1! · · · ks!

∫
B
k1
1 ×···×B

ks
s

det
1≤i,j≤k

K(xi, xj)dx1 · · · dxk (4.4.13)

where in the right-hand side we denote k := k1 + · · ·+ ks. ��

Fredholm determinants

It is appropriate here to make a little detour in the theory of infinite-dimensional determinants.
Let us first recall that an operator K on L2(R) (or, more generally, on a Hilbert space) is compact

if and only if there exists an orthonormal system (ei)i≥1 in L2(R) and complex numbers (λi)i≥1 such
that λi → 0 as i→ +∞, such that

Kf =
+∞∑
i=1

λiei(ei, f), f ∈ L2(R). (4.4.14)

Theorem 4.4.6. Hilbert–Schmidt and trace-class operators are compact.

Theorem 4.4.7 (Lidskii). A compact operator K is trace-class if and only if the series
∑

i≥1 |λi|,
where λi are the eigenvalues of K, converges.

A motivation for why trace-class operators are important to define infinite-dimensional determi-
nants is provided by the following classical criterion for the convergence of an infinite product.

Exercise 4.4.8. Let (ai)i≥1 be a sequence of nonnegative numbers, ai ≥ 0. Then
∏
i≥1(1 + ai)

converges if and only if the series
∑

i≥1 ai converges. ��

Definition 4.4.9. Given a trace-class operator L on L2(R), with kernel L, the Fredholm determinant
of 1 + L is defined to be

det(1 + L) := 1 +
∑
k≥1

1

k!

∫
Rk

det
1≤i,j≤k

L(xi, xj)dx1 · · · dxk (4.4.15)

��

Theorem 4.4.10. Given a trace-class operator L on L2(R) with eigenvalues λi, as in (4.4.14), we
have

det(1 + L) =
∏
i≥1

(1 + λi). (4.4.16)

Applying this theory, from (4.4.4), we have

E[z#B ] = det(1 + (z − 1)1BK1B) =
∏
i≥1

(1 + (z − 1)λi(B)) (4.4.17)

where we denote λi(B) the eigenvalues of the trace-class, hence compact, operator 1BK1B.
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We can at this point explain the necessity of the condition K ≤ 1 in Theorem 4.2.3. Indeed, if
K � 1 it means that there exists a sufficiently large bounded interval B ⊆ R and an eigenvalue λ > 1
of 1BK1B. Solving the equation 1 + (z − 1)λ = 0 gives z0 = λ−1

λ ∈ (0, 1); hence

0 =
∏
i≥1

(1 + (z0 − 1)λi(B)) = E[z#B
0 ] =

∑
n≥1

zn0 P(#B = n) (4.4.18)

where the first equality holds because one of the factors of the infinite product is zero. Since in the
right-hand side we have a sum of non-negative terms, we must have P(#B = n) = 0 for all n ≥ 0, a
contradiction (because B is bounded hence #B is almost surely finite and so 1 =

∑
n≥0 P(#B = n)).

4.5 Total number of particles in a determinantal point process

Proposition 4.5.1. Let a point process on R be given and let, as usual, #R be the total number of
particles and K the associated operator on L2(R).

1. #R is either almost surely7 finite or almost surely infinite; the first situation happens if and only
if
∫
RK(x, x)dx < +∞, the second if and only if

∫
RK(x, x)dx = +∞.

2. #R is almost surely ≤ n if and only if K is a finite-rank operator of rank ≤ n.

3. #R is almost surely n if and only if K is an orthogonal projector onto a space of dimension n.

The proof is omitted and can be found in Soshnikov’s article.

7An even E occurs almost surely if and only if P(E) = 1.
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Chapter 5

Steepest descent method, Airy
functions

5.1 Bachmann–Landau notations

Definition 5.1.1. Let X be a topological space, A ⊆ X a subspace, and x0 ∈ A (the closure of A in
X). Consider two functions f, g : A→ C and assume that there is a neighborhood U of x0 in X such
that

g(x) 6= 0 for all x ∈ U ∩A. (5.1.1)

Then we write:

f = O(g) ⇐⇒ |f/g| is bounded in a neighborhood of x0 in A; (5.1.2)

f = o(g) ⇐⇒ f(x)/g(x)→ 0 as x→ x0 in A; (5.1.3)

f ∼ g ⇐⇒ f(x)/g(x)→ 1 as x→ x0 in A. (5.1.4)

��

The relation f = O(g) is read “f is big-O of g”; the relation f = o(g) is read “f is little-o of
g”; The relation f ∼ g is read “f is asymptotically equivalent to g”, or “f and g are asymptotically
equivalent”, or just “f is asymptotic to g”.

Remark 5.1.2. This notion is very convenient, although the notation is potentially misleading; the
equality sign is by no means a standard equality of functions, but rather these notations should be
regarded as (set-theoretic) relations between functions. In this respect it is also worth-noting that
that the O, o,∼-relations are transitive, the O,∼-relations are reflexive, and the ∼-relation is also
symmetric (so that the latter is an equivalence relation). Sometimes we shall write

f = g(1 + o(1)) (5.1.5)

to mean f/g → 1. ��
We shall use these notations essentially in two cases.

1. X = C∪{∞}, the one-point compactification of the complex plane; a basis of open neighborhoods
of ∞ is given by {z : |z| > R} ∪ {∞}, for R > 0, so that limits at ∞ coincide with the usual
notion.

2. X = N∪ {∞}, the one-point compactification of N; in this case the definition is non-trivial only
for x0 =∞.

It is important to always stress the data of A and x0 in writing such relations; e.g.

• f(z) = 1/z is O(1) in A = C \ {0} as z →∞, but not as z → 0;

• f(z) = e−z is o(1) as z →∞ in A = {z ∈ C : Re z > 0}, but not in A = C.
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5.2 Laplace’s method

Consider the integral

I(M) =

∫ b

a
f(x)eMϕ(x)dx, (5.2.1)

depending parametrically on M . We want to study the asymptotics of I(M) for M → +∞; one
of the main tools for this task is Laplace’s method, which relies on the observation that the leading
contribution to the integral I(M) comes from the maxima of the function ϕ only. A formal statement
can be given as follows.

Theorem 5.2.1 (“Laplace’s method”). Suppose −∞ ≤ a < b ≤ +∞, f ∈ C0(a, b) and ϕ ∈ C2(a, b)
such that ϕ has a unique global maximum at x0 ∈ (a, b) satisfying ϕ′′(x0) � 0. Moreover1 we
assume that there exist δ, η > 0 such that

ϕ(x)− ϕ(x0) ≤ −δ for all x ∈ (a, b) \ (x0 − η, x0 + η). (5.2.2)

Then

I(M) =

∫ b

a
f(x)eMϕ(x)dx = f(x0)eMϕ(x0)

√
− 2π

Mϕ′′(x0)
(1 + o(1)), M → +∞, (5.2.3)

provided I(M) is convergent for M > M0 for some −∞ ≤M0 <∞.

Proof. First, for later convenience, let us assume without loss of generality that

ϕ′(x) 6= 0 for all x ∈ (x0 − η, x0 + η) \ {x0}. (5.2.4)

Indeed, this can always be achieved, possibly at cost of choosing smaller η, δ > 0 in (5.2.2). Then, let
us write I(M) = eMϕ(x0)(J1(M) + J2(M)), where

J1(M) :=

∫
(a,b)\(x0−η,x0+η)

f(x)eM(ϕ(x)−ϕ(x0))dx, J2(M) :=

∫ x0+η

x0−η
f(x)eM(ϕ(x)−ϕ(x0))dx. (5.2.5)

The contribution from J1(M) is exponentially small as M → +∞. To see this, write

|J1(M)| ≤ e−Mδ

∫
(a,b)\(x0−η,x0+η)

|f(x)|eM(ϕ(x)−ϕ(x0)+δ)dx. (5.2.6)

Then observe that
∫

(a,b)\(x0−η,x0+η) |f(x)|eM(ϕ(x)−ϕ(x0)+δ)dx is a decreasing function of M (because

ϕ(x)− ϕ(x0) + δ ≤ 0 in the integration domain) and thus we obtain the claim J1(M) = O(e−Mδ) as
M → +∞, because

|J1(M)| ≤ Ce−Mδ, C :=

∫ b

a
|f(x)|e−M1(ϕ(x)−ϕ(x0)+δ)dx (5.2.7)

for all M ≥ M1 where M1 > M0 can be arbitrarily fixed. To compute the contribution from J1(M)
let us introduce the function y : (x0 − η, x0 + η)→ R by

y(x) :=


−
√
ϕ(x0)− ϕ(x) x0 − η < x < x0,

0 x = x0,√
ϕ(x0)− ϕ(x) x0 < x < x0 + η.

(5.2.8)
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We compute the derivative y′ as follows;

y′(x) =


ϕ′(x)

2
√
ϕ(x0)−ϕ(x)

x0 − η < x < x0,√
−ϕ′′(x0)

2 x = x0,

− ϕ′(x)

2
√
ϕ(x)−ϕ(x0)

x0 < x < x0 + η.

(5.2.9)

We conclude that y ∈ C1(x0−η, x0 +η) and y′(x) > 0 for all x ∈ (x0−η, x0 +η); hence we can change
variable in the integral

J1(M) =

∫ y+

y−

g(y)e−My2dy =
1√
M

∫ y+
√
M

y−
√
M

g

(
w√
M

)
e−w

2
dw, (5.2.10)

where we set

g(y) :=
f(x(y))

y′(x(y))
, y± = ±

√
ϕ(x0)− ϕ(x0 ± η), (5.2.11)

denoting x(y) the inverse of the function y defined in (5.2.8). Since for all w ∈ R we have∣∣∣∣g( w√
M

)
e−w

2
1(y−

√
M,y+

√
M)(w)

∣∣∣∣ ≤
(

sup
y∈[y−,y+]

|g(y)|

)
e−w

2 ∈ L1(R,dw), (5.2.12)

we can apply Lebesgue’s Dominated Convergence Theorem to get∫ y+
√
M

y−
√
M

g

(
w√
M

)
e−w

2
dw =

∫
R
g

(
w√
M

)
e−w

2
1(y−

√
M,y+

√
M)(w)dw → g(0)

∫
R

e−w
2
dw = g(0)

√
π,

(5.2.13)
as M → +∞. Since y(x0) = 0 we obtain

g(0) = f(x0)

√
− 2

ϕ′′(x0)
. (5.2.14)

Putting everything together, we have shown that

I(M)
√
Me−Mϕ(x0) = O(

√
Me−Mδ) +

√
− 2π

ϕ′′(x0)
f(x0) + o(1) =

√
− 2π

ϕ′′(x0)
f(x0) + o(1), (5.2.15)

which completes the proof.

Remark 5.2.2. 1. The condition that there is exactly one maximum can be lifted; if there are several
points in (a, b) where ϕ which are non-degenerate maxima (in particular, ϕ attains the same
maximum value at these points), it is enough to split the integral over intervals with disjoint
interiors each of them containing one of these global maxima and apply the result of the theorem
above to each interval. The final asymptotics is a linear combination of pieces of the form (5.2.3).

2. The condition ϕ′′(x0) 6= 0 (the maximum is “non-degenerate”) is clearly necessary, as the re-
sulting estimate for I(M) contains ϕ′′(x0) in the denominator. However, one can mimic the
proof above to show that under similar assumptions, the only difference being that for some
even integer p ≥ 2 we have ϕ ∈ Cp(a, b), ϕ(i)(x0) = 0 for i = 1, . . . , p− 1, and ϕ(p) � 0, then

I(M) = cpf(x0)

(
− p!

Mϕ(p)(x0)

)1/p

eMϕ(x0)(1 + o(1)). (5.2.16)

where cp :=
∫
R exp(−wp)dw, which can also be expressed in terms of the Euler Gamma function

as cp = 2p−1Γ(p−1). Indeed, the estimate for of J2(M) can be extended directly, and for J1(M)
one can proceed as in the case p = 2 with the function y(x) := sign(x− x0)(ϕ(x0)− ϕ(x))1/p.
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3. If f, ϕ have more regularity we can provide more terms in the asymptotics for I(M). Indeed,
assume in addition to the hypothesis of Theorem 5.2.1 that for some integer k ≥ 0 we have
ϕ ∈ C2k+2(a, b) and f ∈ C2k(a, b). Then (5.2.3) is improved to

I(M) =
eMϕ(x0)

√
M

 k∑
j=0

ajM
−j + o(M−k)

 , M → +∞, (5.2.17)

where

aj =
g(2j)(0)

(2j)!

∫
R
w2je−w

2
dw =

√
π

(2j − 1)!!

2j(2j)!
g(2j)(0) =

√
π

j!4j
g(2j)(0), (5.2.18)

the function g being defined as in the proof, cf. (5.2.11). In particular, if f, ϕ ∈ C∞(a, b) then
we have an infinite asymptotic series

I(M) ∼ eMϕ(x0)

√
M

+∞∑
j=0

ajM
−j , M → +∞. (5.2.19)

In practice, there is a simpler way to compute the coefficients aj in these expansions, rather than
using formula (5.2.18). The mnemonic rule is to remove from ϕ the terms up to the quadratic
one in the Taylor series at x0 by defining

ϕ̃(x) := ϕ(x)− ϕ(x0)− ϕ′′(x0)

2
(x− x0)2, (5.2.20)

and then to change variable x→ ξ by rescaling in the vicinity of the maximum x0 by x = x0+ ξ√
M

and then expand

f

(
x0 +

ξ√
M

)
e
Mϕ̃(x0+ ξ√

M
)

=
∑
j≥0

bj(ξ)

M j/2
, (5.2.21)

so that the bj ’s are polynomial in ξ of degree 3j satisfying bj(−ξ) = (−1)jbj(ξ); finally, the
coefficients aj are given by the Gaussian integrals (recall ϕ′′(x0) < 0)

aj =

∫
R
b2j(ξ)e

ϕ′′(x0)
2

ξ2dξ. (5.2.22)

4. Laplace’s method only applies in case the maxima of ϕ are inside the integration domain; in case
the maxima are at the boundary of the integration domain one should resort to other methods
(e.g. integration by parts, Watson’s lemma, which will not be discussed here).

5. Laplace’s method shares some similarities with the “stationary phase method”, but there are im-
portant differences between the two. The latter applies to oscillating integrals

∫ b
a f(x)eiMϕ(x)dx

(the difference is that the exponential part is now purely imaginary instead of purely real); again,
the leading contributions are localized, however this time they come from all stationary points of
ϕ (i.e. all points at which ϕ′ = 0). Moreover, the localization mechanism is completely different
in the two cases: for the Laplace method the integrand f(x)eMϕ(x) is simply exponentially larger
at x0, for the stationary phase method the rapid oscillations of eiMϕ(x) tend to cancel out in the
integral and the leading contribution occur when ϕ varies slower, that is at stationary points,
where ϕ′ = 0.

��

Exercise 5.2.3 (Stirling approximation). 1. Prove the identity n! =
∫ +∞

0 xne−xdx for all nonneg-
ative integers n. (Hint: integrate by parts and use induction on n.)

2. Prove Stirling approximation

n! =
(n

e

)n√
2πn(1 +O(n−1)), n→ +∞. (5.2.23)

(Hint: by an appropriate change of variable, rewrite the result in the previous step as n! =
nn+1

∫ +∞
0 en(log x−x)dx and apply Laplace’s method.)
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3. Prove Stirling approximation to the first sub-leading order

n! =
(n

e

)n√
2πn

(
1 +

1

12n
+O(n−2)

)
, n→ +∞. (5.2.24)

(Hint: expand the function exp
[
n
(

log
(

y√
n

+ 1
)
−
(

y√
n

+ 1
))

+ n+ y2

2

]
=
∑

j≥0 bj(y)n−j/2 as

n→ +∞ to compute the Gaussian integral a1 =
∫
R b2(y)e−y

2/2dy, cf. (5.2.22).)
��

5.3 The steepest descent method

Let us consider now a more general situation. We want to study large-M asymptotics for a contour
integral of the form

I(M) =

∫
γ
f(z)eMϕ(z)dz, (5.3.1)

where γ is a piece-wise C1 contour in C and f, ϕ are analytic in an open set U ⊆ C, with γ ⊂ U.
The idea to tackle this problem is to exploit the freedom allowed by the Cauchy Theorem in order

to deform the contour γ within the domain of analyticity U of f, ϕ in such a way that the integral can
be analyzed by the Laplace’s method studied in the previous section.

Let us first study the structure of critical points z0 (ϕ′(z0) = 0) of analytic functions ϕ. Given the
important role played by these points, this asymptotic method is also known as saddle point method.

Lemma 5.3.1. Let ϕ be an analytic function on the open set U. Any point z0 ∈ U such that ϕ′(z0) = 0
is a saddle point. If ϕ′(z0) = 0 and ϕ′′(z0) 6= 0, the locus Imϕ(z) = Imϕ(z0) restricted to a sufficiently
small neighborhood of z0 is the union of two smooth curves Γ+ and Γ−, which meet at z0 only, where
they meet perpendicularly. Moreover, the function Reϕ(z) restricted to Γ+ (resp. Γ−) has a unique
global maximum (resp. minimum) at z0.

Definition 5.3.2. The contour Γ+ (resp. Γ−) is called the steepest descent contour (resp. steepest
ascent contour) at z0. ��

Proof. By the maximum modulus principle, no point of U can be a maximum or minimum of ϕ, hence
points where ϕ′(z0) must be saddle points.

Next, under the hypothesis ϕ′′(z0) 6= 0, we claim that there exists a sufficiently small neighborhood
N ⊆ U of z0 and an analytic function ψ on N which is nowhere vanishing and such that

ϕ(z)− ϕ(z0) = (ψ(z)(z − z0))2 . (5.3.2)

To prove it, note that the Taylor expansion of ϕ at z → z0

ϕ(z)− ϕ(z0) = (z − z0)2
∑
j≥0

ϕ(j+2)(z0)

(j + 2)!
(z − z0)j (5.3.3)

converges in a disk around z0; then set ψ̃(z) :=
∑

j≥0
ϕ(j+2)(z0)

(j+2)! (z− z0)j , which is analytic in the same

disk and (possibly up to shrinking the disk) never vanishing (using the hypothesis ϕ′′(z0) 6= 0). Thus
we can introduce a square root

ψ(z) :=

√
ψ̃(z), (5.3.4)

possibly defined in a smaller disk, and analytic there. This proves the claim.
Then {z ∈ N : Imϕ(z) = Imϕ(z0)} = Γ+ ∪ Γ− where

Γ+ := {z ∈ N : Re (ψ(z)(z − z0)) = 0} , Γ− := {z ∈ N : Im (ψ(z)(z − z0)) = 0} . (5.3.5)

Since ψ(z) 6= 0 in N, these curves only meet at z = z0. The perpendicularity at z0 follows from the
Cauchy–Riemann equations.

Finally, by (5.3.2) we see that Reϕ(z) along Γ+ (resp. Γ−) has a unique maximum (resp. minimum)
at z0.
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For a rather general setting (enough for our purposes) the strategy of the steepest descent method
is described as follows.

• First, we need to find a piece-wise C1 contour γ1 in U which is homotopic to γ in U relative
to its endpoints, and satisfies some further conditions detailed below. The homotopy relation
means the following; assume γ : [a, b] → U is a contour, then another contour γ1 : [a, b] → U is
homotopic to γ in U relative to its endpoints if and only if there exists F : [a, b] × [0, 1] → U

(jointly) continuous such that

F (t, 0) = γ(t), F (t, 1) = γ1(t), for all t ∈ [a, b], (5.3.6)

F (a, s) = γ(a), F (b, s) = γ(b), for all s ∈ [0, 1]. (5.3.7)

(In particular γ(a) = γ1(a), γ(b) = γ1(b).) Let us denote γs := F (·, s); we assume also that γs is
piecewise C1 for all s ∈ [0, 1], and that there exists −∞ ≤M0 < +∞ such that

∫
γs
f(z)eMϕ(z)dz

converges for all M > M0 and for all s ∈ [0, 1].

• γ1 passes through k ≥ 1 saddle points z1, ..., zk ∈ U of ϕ (which are not necessarily all the saddle
points of ϕ in U); moreover, ϕ′′(zi) 6= 0 for all 1 ≤ i ≤ k, and there exist neighborhoods Ni of
zi, for all 1 ≤ i ≤ k, such that

– γ1 ∩Ni coincides with the steepest descent contour Γ+ at zi, and

– there exists δ > 0 such that Re (ϕ(z0) − ϕ(z)) ≥ δ for all z ∈ γ1 \ (N1 ∪ · · · ∪ Nk). (This
last condition should be compared with (5.2.2).)

Assuming the first condition is met, Cauchy’s Theorem2 implies that the value of the integral∫
γs
f(z)eMϕ(z)dz is independent of s, hence

I(M) =

∫
γ1

f(z)eMϕ(z)dz. (5.3.8)

Using now the second condition we can write

I(M) =
k∑
i=1

∫
γ1∩Ni

f(z)eMϕ(z)dz +

∫
γ\(N1∪···∪Nk)

f(z)eMϕ(z)dz, (5.3.9)

and the first k integrals can be estimated when M is large by Laplace’s method (Theorem 5.2.1) while
the last integral is O(e−Mδ) as M → +∞. More precisely, the first k integrals are∫

γ1∩Ni
f(z)eMϕ(z)dz = eMImϕ(zi)

∫
γ1∩Ni

f(z)eMReϕ(z)dz = eMImϕ(zi)

∫ bi

ai

f(γ1(t))γ′1(t)eMReϕ(γ1(t))dt

(5.3.10)
where γ1 ∩Ni : (ai, bi)→ U : t 7→ γ1(t) (a < ai < bi < b), and real and imaginary parts of the integral∫ bi

ai

f(γ1(t))γ′1(t)eMReϕ(γ1(t))dt (5.3.11)

satisfy the conditions of Theorem 5.2.1 so that

I(M) =
k∑
i=1

eMϕ(zi)f(zi)e
iθi

√
2π

M |ϕ′′(zi)|
(1 +O(M−1)), M → +∞, (5.3.12)

2Or, equivalently, Stokes’ theorem, because F (z) is holomorphic if and only if F (z)dz = F (x + iy)(dx + idy) is a
(C-valued) closed one-form on R2 3 (x, y).
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where θi is the angle formed by the steepest descent curve Γ+ at zi with a line passing through zi and
parallel to the real axis. The angle can be computed simply by solving ϕ′′(zi)e

2iθi < 0: hence

θi =
±π − argϕ′′(zi)

2
(5.3.13)

and more precisely the sign ± is obtained by looking in which orientation the steepest descent path is
traversed (this is part of the data γ, which is an oriented contour).

To prove (5.3.12), it suffices to apply the general formula (5.2.3) to (5.3.11); denoting ti ∈ (ai, bi)
the point for which γ(ti) = zi, we have∫ bi

ai

f(γ1(t))γ′1(t)eMReϕ(γ1(t))dt = f(γ(ti))γ
′(ti)e

MReϕ(γ1(ti))

√√√√− 2π(
d2

dt2
Reϕ(γ1(t))

) ∣∣∣
t=ti

(5.3.14)

It remains to compute
(

d2

dt2
Reϕ(γ1(t))

) ∣∣∣
t=ti

; we have

d2

dt2
Reϕ(γ1(t)) =

d2

dt2
ϕ(γ1(t)) = ϕ′′(γ1(t))(γ′1(t))2 + ϕ′(γ1(t))γ′′1 (t) (5.3.15)

where the first equality is because γ1(t) coincides with the steepest descent contour Γ+ where Imϕ is
constant. Evaluating at t = t1 we obtain(

d2

dt2
Reϕ(γ1(t))

) ∣∣∣
t=ti

= ϕ′′(t1)(γ′1(t1))2. (5.3.16)

Next, this quantity is < 0, again because γ1(t) coincides with the steepest descent contour; hence

− ϕ′′(t1)(γ′1(t1))2 > 0 (5.3.17)

and so ∫ bi

ai

f(γ1(t))γ′1(t)eMReϕ(γ1(t))dt = f(γ(ti))
γ′(ti)

|γ′(ti)|
eMReϕ(γ1(ti))

√
2π

|ϕ′′(zi)|
(5.3.18)

and (5.3.12) follows because γ′(ti)/|γ′(ti)| = eiθi .
Finally, note that the sum in (5.3.12) can be restricted to the saddles zi such that Reϕ(zi) is

maximal, as the other terms are exponentially smaller as M → +∞.

5.4 Airy functions

5.4.1 Airy equation

The Airy equation is the linear second-order ODE

d2

dx2
f(x) = xf(x). (5.4.1)

Its solutions provide a simple model of functions interpolating between oscillatory and exponential
behaviors, see Figure 5.1. This model is actually quite universal to describe the transition between
oscillatory and exponential behaviors (cf. Section 5.4.3).

5.4.2 Solution by contour integral

The solutions of (5.4.1) are transcendental, in the sense that they cannot be expressed through al-
gebraic expressions of elementary functions. However, the solutions of (5.4.1) can be effectively con-
structed in terms of contour integrals of elementary functions (more precisely, of exponentials). This
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Figure 5.1: Plot of the functions Ai(x) and Bi(x), which form a basis of the solution space of (5.4.1), in
blue and yellow respectively. They oscillate (with interlacing zeros and amplitude decaying as |x|−1/4)
when x → −∞, and they are exponentially decaying (Ai) and growing (Bi) when x → +∞. The
precise asymptotics as x→ ±∞ are proven below in Proposition 5.4.8.

has the important consequence that we can analyze the asymptotics of the solutions by means of the
steepest descent method (as we will do in Section 5.4.4).3

Let us first introduce the following notations:

Ω :=
{
z ∈ C : Re (z3) < 0

}
=
{
z ∈ C : arg z ∈ (π6 ,

π
2 ) ∪ (5π

6 ,
7π
6 ) ∪ (3π

2 ,
11π
6 )
}
, (5.4.2)

Ωε := {z ∈ Ω : |z − w| ≥ ε for all w ∈ C \ Ω} . (5.4.3)

γ0

γ1

γ2

Figure 5.2: The set Ωε is in gray. The contour γ in Lemma 5.4.1 has go reach infinity within the gray
regions. Ultimately, up to homotopy deformation and orientation reversal, the contours can only be
the red ones (denoted γ0, γ1, γ2) shown in the picture.

Lemma 5.4.1. Let γ : (−∞,+∞) → C be any oriented smooth contour in the complex plane such
that limt→±∞ |γ(t)| = +∞ and there exist ε, t0 > 0 such that γ(t) ∈ Ωε for all |t| > t0. Then

f(x) :=

∫
γ

e
s3

3
−xsds (5.4.4)

defines an entire function of x ∈ C which solves (5.4.1).

Proof. To check that the contour integral is well-defined we only need to check that it converges. To
this end, fix M > 0 and assume that |x| < M and s = Reiθ for R > 0, θ ∈ R/2πZ. Then the integrand
can be estimated as follows: ∣∣∣∣e s33 −xs∣∣∣∣ = e

Re
(
s3

3
−xs

)
≤ e

R3

3
cos(3θ)+RM . (5.4.5)

3The solutions could also be constructed by the power series method, namely plugging the ansatz f(x) =
∑
i≥0 fixi

into d2

dx2
f(x) = xf(x) and solving for f2, f3, · · · in terms of two arbitrary constants f0, f1. This method can be used to

show that the solutions are entire functions: once the solution for fi is plugged into f(x) =
∑
i≥0 fixi, the series is easily

shown to have infinite radius of convergence. On the other hand, asymptotics of the solutions f(x) for large |x| do not
easily follow from the series representation.
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An elementary geometric inspection of Ωε implies that if Reiθ ∈ Ωε then cos θ < − κ
R for R sufficiently

large and for some κ > 0 depending on ε only. Since the tails of γ at ∞ lie entirely in Ωε, the
integrand along these tails is O(e−

κ
3
R2+MR) = O(e−κR

2/4) as |s| = R → +∞. Therefore, the integral
defining f(x) is absolutely convergent, with a bound uniform for x in compact subsets of C. Formally
differentiating in x under the integral sign we get

d

dx
f(x) = −

∫
γ
s e

s3

3
−xsds. (5.4.6)

By completely similar estimates, the integral in the right hand side is absolutely convergent with a
uniform bound for x in compact subsets of C, ensuring that we can indeed differentiate under integral
sign. It follows that f(x) is an entire function.

Finally, by the same argument, we can show that it is possible to differentiate once more under
integral sign, which gives

d2

dx2
f(x) =

∫
γ
s2e

s3

3
−xsds =

∫
γ

(
d

ds
e
s3

3

)
e−xsds = −

∫
γ

e
s3

3

(
d

ds
e−xs

)
ds =

∫
γ

e
s3

3 xe−xsds = xf(x),

where we integrate by parts, the boundary terms vanishing thanks to our assumption on the tails of
γ at ∞.

Remark 5.4.2. Linear ODEs of the form
[
p( d

dx) + xq( d
dx)
]
f(x) = 0 for p, q polynomials may be con-

sidered as the simplest linear ODEs beyond the constant coefficients case (i.e., q = 0). The Airy
equation belongs to this class (with p(s) = s2, q(s) = 1). The solutions to these equations can in
general be expressed by contour integrals. For, writing the solution in the form

∫
γ exp(v(s) + xs)ds

and formally differentiating under integral sign we find that v is determined by the first order ODE

[p(s)− q′(s)− q(s)∂s] v(s) = 0, namely v′(s) = p(s)−q′(s)
q(s) . This ODE for v amounts to finding the

primitive of a rational function and can therefore be explicitly integrated in terms of elementary func-
tions. Once v has been computed, it is then possible to choose wisely a set of contours γ in the
complex s-plane for which the integral

∫
γ exp(v(s)+xs)ds converges absolutely, thus providing a basis

of solutions to the given ODE. ��
By Cauchy theorem, the only possibilities for the integration contour γ are the three contours

γ0, γ1, γ2 depicted in Figure 5.2, distinguished by the sectors in which they approach ∞. Note that if
γ approaches ∞ in the same sector, the resulting integral vanishes by Cauchy theorem. Therefore let
us set

wj(x) =
1

2πi

∫
γj

e
s3

3
−xsds, j = 0, 1, 2. (5.4.7)

The solution space of d2/dx2−x is two-dimensional, indicating some redundancy in the set of solutions
w0, w1, w2. Indeed, the sum (in homology) of the three contours is zero, so that by Cauchy theorem
w0 + w1 + w2 = 0. Any two out of w0, w1, w2 form a basis of the solution space of d2/dx2 − x (see
Exercise 5.4.5 below).

A canonical basis of solutions to the Airy equation is defined as follows:

Ai(z) := w0(z), Bi(z) := i(w2(z)− w1(z)). (5.4.8)

Ai is called Airy function, and Bi Airy function of the second kind, or, more colloquially, Bairy
function.

Some basic properties of the Airy functions are left as exercise below.

Exercise 5.4.3. Show that Ai(x),Bi(x) are real for real x. (Hint: use the general formula
∫
γ f(s)ds =∫

γ f(s)ds, where γ is the oriented contour obtained by conjugation of the oriented contour γ.) ��

Exercise 5.4.4. Let ω := e2πi/3.

1. If f(z) solves d2

dz2
f(z) = zf(z), show that g(z) := f(ωz) solves the same equation, d2

dz2
g(z) =

zg(z).
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2. Show that w1(z) = ωw0(ωz) and w2(z) = ω2w0(ω2z).

��

Exercise 5.4.5. Prove that w0(0) = Ai(0) = 1
32/3Γ(2/3)

and w′0(0) = Ai′(0) = − 1
31/3Γ(1/3)

, where

Γ is the Euler Gamma function. Use the fact that w0(0) 6= 0 6= w′0(0) and the second point of
Exercise 5.4.4 to show that any two out of w0, w1, w2 are linearly independent. (Hint: deform the
integration contour γ0 into eiπ/3R+∪e−iπ/3R+ (with appropriate orientation) and apply the definition
Γ(z) =

∫ +∞
0 e−ssz−1ds.) ��

Exercise 5.4.6. Prove the following improper Riemann integral representation for the Airy functions,
valid for x ∈ R:

Ai(x) =
1

π

∫ +∞

0
cos

(
s3

3
+ xs

)
ds, (5.4.9)

Bi(x) =
1

π

∫ +∞

0

[
exp

(
−s

3

3
+ xs

)
+ sin

(
s3

3
+ xs

)]
ds, (5.4.10)

where
∫ +∞

0 := limL→+∞
∫ L

0 . (Hint: deform the integration contour γ0 into i[−L,L] and rays from
±iL to∞ in the appropriate sectors and integrate by parts to show that the integrals along these rays
vanish as L→ +∞.) ��

Exercise 5.4.7. For any j, k ∈ {0, 1, 2}, consider the Wronskian

Wjk := wj(z)w
′
k(z)− w′j(z)wk(z). (5.4.11)

Prove that Wjk does not depend on z. Compute Wjk using Exercises 5.4.5 and 5.4.4. Deduce that

Ai(z)Bi′(z)−Ai′(z)Bi(z) =
1

π
. (5.4.12)

Use this identity to show that the real zeros of Ai,Bi are

• “simple”: if x ∈ R is such that Ai(x) = 0 then Ai′(x) 6= 0, and the same for Bi in place of Ai,
and

• “interlacing”: if there are real numbers x1 < x2 such that Ai(x1) = 0 = Ai(x2), there exists
y ∈ (x1, x2) such that Bi(y) = 0, and, conversely, the same with the roles of Ai,Bi interchanged.

(Hint: for the last part, mimic the proof of Proposition 3.2.20.) ��

5.4.3 Applications of Airy functions

All appearances of the Airy functions are related, one way or another, to the transition between
oscillatory and exponential (decaying or growing) behaviors. A brief (and certainly not exhaustive)
list of places where Airy functions appear is given below.

• Sir George Biddell Airy first introduced the Airy function in his 1838 paper “On the intensity of
light in the neighbourhood of a caustic”. The Airy function in this case describes the transition
between dark and light regions of space.

• In Quantum Mechanics, the stationary Schrödinger equation(
d2

dx2
+ V (x)

)
ψ(x) = Eψ(x) (E ∈ R) (5.4.13)

near a “turning point” x0 ∈ R, V (x0) = E, is approximated as

d2

dx2
ψ(x) = (V (x)− E)ψ(x) = (x− x0)(V ′(x0) +O(x− x0))ψ(x) (5.4.14)
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so that formally neglecting the higher order terms in x− x0 we get the approximated equation

d2

dx2
ψ(x) = (x− x0)V ′(x0)ψ(x) (5.4.15)

which is solved in terms of the Airy functions, as writing ψ(x) = f
(

(x− x0) 3
√
V ′(x0)

)
implies

that f satisfies the Airy equation (5.4.1). It can be rigorously proved that the Airy function
indeed governs the transition between the oscillatory behavior of the stationary wave function
ψ with energy E in the classically allowed region V (x) < E and the decaying behavior of ψ in
the classically prohibited region V (x) > E.

• We shall see below that the Airy equation also describes the transition of the behavior of or-
thogonal polynomials of large degree at the edge between the regions where they have zeros and
where they diverge to ∞.

5.4.4 Asymptotics

As anticipated, the contour integral representation of solutions to the Airy equation is important
because it allows us to describe very precisely the asymptotic properties of its solutions.

Proposition 5.4.8. We have

Ai(x) =


1

2
√
π
x−

1
4 exp

(
−2

3x
3/2
)

(1 +O(x−3/2)), x→ +∞
1√
π
|x|−

1
4 sin

(
π
4 + 2

3 |x|
3/2
)

(1 +O(|x|−3/2)), x→ −∞.
(5.4.16)

Proof. Let us first consider the case x → +∞. The first step is to make the change of variables
s = x1/2t so that

Ai(x) =
1

2πi

∫
γ0

e
s3

3
−xsds =

x1/2

2πi

∫
γ0

e
x3/2

(
t3

3
−t
)
dt. (5.4.17)

(We use the Cauchy theorem to deform the contour x−1/2γ0 back to γ0.) The function ϕ(t) := t3

3 − t
satisfies ϕ′(t) = t2− 1 hence it has two saddle points t± = ±1. The steepest descent direction at t = 1
is vertical, the steepest descent direction at t = −1 is horizontal. The locus Imϕ(t) = Imϕ(+1) = 0,
writing t = u+iv reduces to v(1−u2 + 1

3v
2) = 0 which consists of the two curves v = 0 (steepest ascent

direction, as t = +1 is a minimum of ϕ(t) along t ∈ R) and a branch of the hyperbola 1−u2 + 1
3v

2 = 0
(steepest descent direction). It is then possible to globally deform γ0 into the branch of the hyperbola
passing through u = 1, v = 0 (see Figure 5.3). By the general formula (5.3.12) we get

Ai(x) =
x1/2

2πi
ex

3/2ϕ(1)eiπ
2

√
2π

x3/2|ϕ′′(1)|
(1 +O(x−3/2)) (5.4.18)

and by ϕ(1) = −2/3, ϕ′′(1) = 2 and elementary simplification we get the first formula in (5.4.16).

Let us not consider the case x → −∞. Again, the first step is to make the change of variables
s = |x|1/2t

Ai(x) =
1

2πi

∫
γ0

e
s3

3
−xsds =

|x|1/2

2πi

∫
γ0

e
|x|3/2

(
t3

3
+t
)
dt (5.4.19)

so that here ϕ(t) = t3

3 + t, with ϕ′(t) = t2 + 1 and saddle points are t1 = i, t2 = −i. The directions
θ1,2 of steepest descent at the saddles are computed by the general formula (5.3.13) as

θ1 =
±π − argϕ′′(i)

2
= ±π

2
− π

4
, θ2 =

±π − argϕ′′(−i)

2
= ±π

2
+
π

4
, (5.4.20)

67



Chapter 5 – Steepest descent method, Airy functions

By Cauchy theorem, we can deform the contour γ0 into the union of the two steepest descent curves,
see Figure 5.3 and this forces us to take θ1 = π

4 and θ2 = 3
4π. By the general formula (5.3.12), we

obtain

Ai(x) =
∑
i=1,2

|x|1/2

2πi
e|x|

3/2ϕ(ti)eiθi

√
2π

|x|3/2|ϕ′′(ti)|
(1 +O(|x|−3/2)) (5.4.21)

and by an elementary simplification we get the second formula in (5.4.16).
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Figure 5.3: On the left, the steepest descent contour (red) when x > 0 through t = 1; in black the

level curves of the real part of t
3

3 − t. Blue colors correspond to large negative values of the real part of
t3

3 − t, and orange colors correspond to large positive values of the real part of t3

3 − t. We can deform
γ0 globally into this steepest descent contour. On the right, the steepest descent and ascent contours
(red) when x < 0 passing through the saddle points t = ±i; in black the level curves of the real part

of t3

3 + t. Blue colors correspond to large negative values of the real part of t3

3 + t, and orange colors

correspond to large positive values of the real part of t3

3 + t. The steepest descent curves have ends in
the blue regions. We can deform γ0 into the union of the two steepest descent contours.

Exercise 5.4.9. Use the steepest descent method to prove

Bi(x) =


1√
π
x−

1
4 exp

(
2
3x

3/2
)

(1 +O(x−3/2)), x→ +∞
1√
π
|x|−

1
4 cos

(
π
4 + 2

3 |x|
3/2
)

(1 +O(|x|−3/2)), x→ −∞.
(5.4.22)

and (using the formula Ai′(x) = − 1
2πi

∫
γ0
s e

s3

3
−xsds)

Ai′(x) =

−
x
1
4

2
√
π

exp
(
−2

3x
3/2
)

(1 +O(x−3/2)), x→ +∞

− 1√
π
|x|

1
4 cos

(
π
4 + 2

3 |x|
3/2
)

(1 +O(|x|−3/2)), x→ −∞.
(5.4.23)

��

5.4.5 Stokes’ phenomenon

The Stokes’ phenomenon refers to the fact that the Airy functions have radically different asymp-

totic behaviors at x = ±∞. Namely, if we analytically continue the functions
exp(−2

3x
3/2)

2
√
πx1/4

and

sin(
π
4 +

2
3 (−x)3/2)

2
√
π(−x)1/4

, appearing in the x → ±∞ asymptotics for the Airy function, to the complex x-

plane we get two different functions. In the paper “On the numerical calculation of a class of definite
integrals and infinite series” of 1847 (almost a decade after the introduction of the Airy function), Sir
George Gabriel Stokes first addressed the study of this behavior of Airy functions.

An indication of the appearance of the Stokes’ phenomenon comes from the fact that the Airy
function is entire while its asymptotic expansion at +∞, once analytically continued to the complex
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Figure 5.4: Ai (left) and Bi (right) functions (in blue) plotted together with their asymptotic behaviors
for x→ ±∞.

plane has a nontrivial monodromy and so we cannot expect it to hold uniformly as x → ∞ in the
whole complex plane.

A more precise explanation of the Stokes’ phenomenon of the Airy function is the following. Along
the lines of the proof of Proposition 5.4.8, we first change variable s = |x|1/2t to obtain

Ai(x) =
1

2πi

∫
γ0

e
s3

3
−xsds =

|x|1/2

2πi

∫
γ0

e
|x|3/2

(
t3

3
−eiνt

)
dt, (5.4.24)

where we denote x = |x|eiν . The last expression can be studied with the steepest descent method;
however, the saddle points ±eiν/2 move around the unit circle as the argument ν of x varies, as well
as the steepest descent contours also change in dependence of ν. On the other hand, the contour γ0

of integration must remain fixed (at least up to homotopy deformations admissible by the Cauchy
theorem). As a consequence, the type of contour deformation of γ0 into steepest descent contour(s)
which are allowed changes when we vary the argument of x, and it is this mechanism at the origin of
the Stokes’ phenomenon.

More precisely, we have already seen in the proof of Proposition 5.4.8 that the situation is drastically
different in the cases ν = 0, π. In general, it can be shown (see Figure 5.5) that the contour γ0 can
be deformed into a steepest descent contour passing through the saddle eiν/2 only, provided that
−2

3π < ν < 2
3π. When ν is not in this region, both saddle points contribute. The critical lines

arg x = ν = ±2
3π are termed Stokes’ lines.

By computing explicitly the contribution from both saddles we obtain the complete asymptotics
as x→∞ in the complex plane is4

Ai(x) =


x−

1
4

2
√
π

exp
(
−2

3x
3
2

)
(1 +O(x−

3
2 )), | arg x| < 2

3π

x−
1
4

2
√
π

(
exp

(
−2

3x
3
2

)
+ i exp

(
2
3x

3
2

))
(1 +O(x−

3
2 )), −π < arg x < −2

3π or 2
3π < arg x ≤ π.

(5.4.25)
The change of the asymptotics across the Stokes’ lines arg x = ±2

3π do not imply an abrupt change
in the asymptotic behavior of Airy functions. Indeed, the additional term that starts contributing when
| arg ν| > 2

3π is exponentially smaller than the other term along the Stokes’ lines, and so practically
invisible along a Stokes’ line. The effects of this additional contribution are then only manifest when
we approach the negative real line, where now the contributions of both terms are of the same order
and produce the oscillatory behavior, see Figure 5.6.

4These asymptotics can be rewritten more symmetrically in the region | arg(−x)| < 1
3
π as Ai(x) =

sin(
π
4
+

2
3
(−x)3/2)

√
π(−x)1/4 (1+

O(x3/2)).
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Figure 5.5: Geometry of steepest ascent/descent contours for various values of ν = arg x ∈ (−π, π).
The saddle exp(iν/2) is in red, the saddle − exp(iν/2) is in purple. Also plotted, with the same colors,
the curves where the imaginary part of t3/3 − eiνt is constant (steepest ascent/descent curves). The
Stokes’ phenomenon of Airy functions is clearly explained as follows: when |ν| < 2

3π (as in the second
and third pictures) the contour γ0 can be deformed into the steepest descent path through the red
saddle only; when |ν| ≥ 2

3π (as in the first and last pictures) the contour γ0 can be deformed into the
union of the two steepest descent paths through the red and through the purple saddles. Incidentally,
note that after a full turn arg x 7→ arg x+ 2π, the two saddle points swap.
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Figure 5.6: In blue: |Ai(xeiν)| for 1 < x < 10 and values of ν approaching π from below. In yellow: in
the first column, the approximation given in the first line of (5.4.25); in the second column, the full
approximation given in the second line of (5.4.25).
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Chapter 6

Applications to the GUE

6.1 Large n scaling of random Hermitian matrices

What is the scale of eigenvalues of a large-size Hermitian matrix? If M is a (random) matrix of size
n with entries Mij = O(1), then

tr (M2) =

n∑
i,j=1

|Mij |2 = O(n2). (6.1.1)

Therefore, if x1, . . . , xn are the eigenvalues of M ,

n∑
i=1

x2
i = O(n2) (6.1.2)

i.e., in average we expect λi = O(
√
n). Therefore, it is meaningful to rescale

M 7→ M√
n

(6.1.3)

(with eigenvalues which are O(1) in average) in order to study the eigenvalues in the large size limit
n→ +∞. Therefore, from now one we shall consider the GUE as the measure

1

π
n2

2 2
n(n−1)

2

exp
(
−n tr (M2)

) n∏
i=1

dMii

∏
1≤i<j≤n

dReMijdImMij (6.1.4)

on Hn. (Exercise: prove that this distribution is normalized to 1; this is similar to Exercise 2.2.7.)
Another way to motivate the rescaling (6.1.3) comes from the following observation; the distribution

of eigenvalues is proportional to1

∆2(x1, . . . , xn)e−
x21
2 · · · e−

x2n
2 = exp

2
∑

1≤i<j≤n
log |xi − xj | −

1

2

n∑
i=1

x2
i

 (6.1.5)

and hence it is subject to two competing effects: the eigenvalues repel each other and, at the same
time, they cannot escape too far to infinity as they are confined by the Gaussian potential. The
appropriate scale is then the one where the two effects are of the same order in n as n→ +∞; scaling
xi =

√
nyi for i = 1, . . . , n, their distribution is proportional to

exp

2
∑

1≤i<j≤n
log |yi − yj | −

n

2

n∑
i=1

y2
i

 (6.1.6)

1For the physically-inclined reader, note that this is closely related to the Boltzmann distribution

exp
(
− 1
kBT

U(x1, . . . xn)
)

for a canonical ensemble of n identical particles with electrical charge q constrained to lie

on a line, trapped by a Gaussian potential, and interacting as a 2D Coulomb gas, namely their potential energy is

U(x1, . . . , xn) = q
∑

1≤i<j≤n log |xi − xj | −
∑n
i=1

x2i
2

).
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so that now both terms in the exponent are of the same order O(n2) provided yi = O(1) and not too
close to each other, therefore this is the regime where we see the interesting balance of the competing
effects of repulsion and confining.

That this is the correct scaling as n → +∞ is also manifest from the numerical examples in
Section 1.1.1.

6.2 Plancherel–Rotach asymptotics for Hermite polynomials

6.2.1 Contour integral representation for Hermite polynomials

Introduce

P̃k(x;n) =
1
√
n
k
Pk(
√
nx) (6.2.1)

where Pk are the Hermite polynomials defined in (3.1.17). The normalization ensures that they are
monic.

Exercise 6.2.1. Prove that
∫
R P̃k(x;n)P̃`(x;n)e−n

x2

2 dx = k!n−k−
1
2

√
2π δk,`. (Hint: use Proposi-

tion 3.1.5.) ��

Therefore, P̃k(x;n) are the monic orthogonal polynomials with respect to the measure e−n
x2

2 dx,
which we need in order to study the GUE as in (6.1.4).

To find large n asymptotics for (6.2.1) we will apply the steepest descent method. To start with,
we need a contour integral representation.

Lemma 6.2.2. Let Pk(x) be the Hermite polynomials. For all x, t ∈ C we have

∑
j≥0

Pj(x)
tj

j!
= ext−

t2

2 . (6.2.2)

Proof. By the defining relation (3.1.17) of Hermite polynomials we have

∑
j≥0

Pj(x)
tj

j!
= e

x2

2

∑
j≥0

(−t∂x)j

j!
e−

x2

2 = e
x2

2 e−t∂xe−
x2

2 = e
x2

2
− (x−t)2

2 . (6.2.3)

Remark 6.2.3. In the above proof we have used that for all entire functions f and all x, s ∈ C we have

(exp(s∂x)f)(x) :=
∑
j≥0

sj(∂jxf)(x)

j!
= f(x+ s), (6.2.4)

because the Taylor series of f at any point is convergent. ��
As a consequence we have the following.

Lemma 6.2.4. Let Pk(x) be the Hermite polynomials as defined in (3.1.17). For all k ≥ 0 we have

Pk(x) =
k!

2πi

∫
γ

ext−
t2

2
dt

tk+1
(6.2.5)

where γ is any piece-wise C1 closed contour in the complex t-plane with Ind (γ; t = 0) = 1.

Proof. By the Cauchy residue theorem

∫
γ

ext−
t2

2
dt

tk+1
= 2πi Res

ext−
t2

2

tk+1
; t = 0

 = 2πi
Pk(x)

k!
(6.2.6)
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where to compute the residue we apply Lemma 6.2.2 to obtain the Laurent expansion at t = 0

ext−
t2

2

tk+1
=
∑
j≥0

Pj(x)

j!
tj−k−1 (6.2.7)

so that the coefficient in front of t−1 is Pk(x)/k!.

Corollary 6.2.5. For all n ≥ 0 and all j ∈ Z such that n+ j ≥ 0 we have

P̃n+j(x;n) =
(n+ j)!

2πinn+j

∫
γ

en(xz− z
2

2
−log z) dz

zj+1
(6.2.8)

where γ is any piece-wise C1 closed contour in the complex z-plane with Ind (γ; z = 0) = 1.

Proof. Change variable t =
√
n z in the result of the lemma.

We consider P̃k(x;n) of order k = n+ j because we would like to compute the large n asymptotics
for the correlation functions in the GUE, which can be computed in terms of the Christoffel–Darboux
kernel

KGUE
n (x, y) := e−n

x2+y2

2

n−1∑
`=0

P̃`(x;n)P̃`(y;n)

h`(n)
=

e−n
x2+y2

2

hn−1(n)

P̃n(x;n)P̃n−1(y;n)− P̃n−1(x;n)P̃n(y;n)

x− y
,

(6.2.9)

where h`(n) = `!n−`−
1
2

√
2π by Exercise 6.2.1. So we will need P̃k(x;n) of order k = n+ j in particular

for j = 0,−1 as n→ +∞.

6.2.2 Steepest descent analysis

The expression (6.2.8) makes the study of large n asymptotics amenable by the steepest descent
method introduced above. The functions ϕ, f are

ϕ(z) = xz − z2

2
− log z, f(z) = 1/zj+1, (6.2.10)

which are analytic in the open set U = C \ (−∞, 0]. (The branch of the log is dictated by log z ∈ R
for z > 0.) Therefore ϕ′(z) = x− z − 1

z and the saddle-points are obtained by ϕ′(z) = 0 which yields

z2 − xz + 1 = 0⇒ z = z±(x) :=
x±
√
x2 − 4

2
. (6.2.11)

Exterior: |x| > 2

When |x| > 2 the two saddle points z±(x) are both real. By studying the function ϕ = − z2

2 +xz− log z
for z > 0 (Figure 6.1) we see that z−(x) is a minimum and z+(x) is a maximum; we deduce that the
contour of steepest descent is vertical at z−(x) and horizontal at z+(x). We can deform the contour
of integration as we indicate in Figure 6.2.

Applying the general formula (5.3.12) with M = n to (6.2.8) (here θ = π/2 and ϕ′′(z−(x)) < 0)
we get

P̃n+j(x;n) =
(n+ j)!

2π �inn+j�
�eiπ
2

√
− 2π

nϕ′′(z−(x))

exp (nϕ(z−(x)))

z−(x)j+1
(1 +O(n−1))

=
2−j−n+ 1

2 e
n
4 (x2−2−x

√
x2−4)

(√
x2 − 4 + x

)j+n
√

4− x2 + x
√
x2 − 4

(1 +O(n−1)), x > 2, (6.2.12)
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where we use the explicit formulas z−(x) = x−
√
x2−4
2 , ϕ(z) = xz − z2

2 − log z, and the following
consequence of Stirling’s asymptotics (5.2.23)

(n+ j)!

nn+j
=
√

2π(n+ j)e−n(1 +O(n−1)) =
√

2πn e−n(1 +O(n−1)), n→ +∞, j fixed. (6.2.13)

We have assumed x > 2 in the last step of (6.2.12); for x < −2 we can either use a similar
simplification, or the parity of Hermite polynomials.

1 2 3 4 5 62

4

6

8

10

Figure 6.1: Function ϕ(z) = xz − z2

2 − log z for z > 0 (and x = 4); the points z±(x) = x−
√
x2−4
2 are

the local minimum (z−) and local maximum (z+) for z > 0.
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Figure 6.2: Contour deformation for the Hermite polynomials when |x| > 2 (here x = 4). The plot
shows the values of Reϕ(z) for z in the complex plane (for −1 < Re z, Im z < 1): blue = small values,
orange = large values, and the thick black curve corresponds to the level curve Reϕ(z) = Reϕ(z−(x)).
The level curves Imϕ(z) = Imϕ(z−(x)) are shown in red; the steepest descent one is the one that
crosses the real axis perpendicularly. The contour of integration around z = 0 can be chosen as a
part of this steepest descent curve closed by means of the dashed vertical line, whose exact shape is
inessential as long as it lies entirely in a region where Reϕ is strictly smaller than Reϕ(z−(x)). The
other saddle point z+(x) > z−(x) is not shown in the picture.

Bulk, oscillatory regime: |x| < 2

In this case, the saddle points are complex conjugate, z±(x) = x±i
√

4−x2
2 ; moreover, it is easily checked

that |z±(x)| = 1 hence it is convenient to write

z±(x) = e±iω(x), ω(x) = arccos(x/2) ∈ (0, 2π), |x| < 2. (6.2.14)

We have

ϕ(z±(x)) =
1

4

(
2 + x2 ± i

(
x
√

4− x2 − 4ω(x)
))

(6.2.15)

and in particular Reϕ(z−(x)) = Reϕ(z+(x)) hence in (5.3.12) we will need to take into account the
contributions of both saddles; indeed, we can deform the contour of integration around z = 0 as
depicted in Figure 6.4 so that it passes through both saddles.
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Figure 6.3: Approximation (in yellow) of P̃n+j(x;n) (in blue) for x > 2, n = 5, j = 2. We see that
the steepest descent method provides an extremely accurate approximation even for small n.

The directions θ±(x) (that now depend on x) of steepest descent at the saddle points z±(x) are
computed by

ϕ′′(z±(x))e2iθ±(x) < 0 (6.2.16)

and since

ϕ′′(z±(x)) = −1 +
1

z±(x)2
= −1 + e∓2iω(x) = 2 sin(ω(x))e∓i(π2 +ω(x)) (6.2.17)

we get (taking into account that we are encircling z = 0 in the positive direction)

θ−(x) =
π

4
− ω(x)

2
, θ+ = π − θ−. (6.2.18)

We have all the ingredients to apply (5.3.12): using again (6.2.13) we obtain

P̃n+j(x;n) =
e−n

i

(
eiθ−(x) enϕ(z−(x))

z−(x)j+1
√
|ϕ′′(z−(x))|

+ eiθ+(x) enϕ(z+(x))

z+(x)j+1
√
|ϕ′′(z+(x))|

)
(1 +O(n−1))

= 2 Im

(
eiθ−(x)en(ϕ(z−(x))−1)

z−(x)j+1
√
|ϕ′′(z−(x))|

)
(1 +O(n−1))

=

√
2√

sin(ω(x))
Im
(

ei(π
4

+(j+ 1
2

)ω(x))e
n
4 (2+x2−ix

√
4−x2+4iω(x))

)
(1 +O(n−1))

=
2

(4− x2)1/4
e
n
4

(x2−2) sin

(
π

4
+

(
n+ j +

1

2

)
ω(x)− n

4
x
√

4− x2

)
(1 +O(n−1)). (6.2.19)

Summary

Theorem 6.2.6 (Plancherel–Rotach asymptotics for Hermite polynomials). As n → +∞, we
have

P̃n+j(x;n) = (1 +O(n−1))×


2−j−n+

1
2 e

n
4 (x2−2−x

√
x2−4)(

√
x2−4+x)

j+n

√
4−x2+x

√
x2−4

, x > 2,

2e
n
4 (x2−2)

(4−x2)1/4
sin
(
π
4 +

(
n+ j + 1

2

)
arccos

(
x
2

)
− n

4x
√

4− x2
)
, |x| < 2.

(6.2.20)

Exercise 6.2.7. Show that

2−j−n+ 1
2 e

n
4 (x2−2−x

√
x2−4)

(√
x2 − 4 + x

)j+n
√

4− x2 + x
√
x2 − 4

∼ xn+j , x→∞, n, j fixed. (6.2.21)

��
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Figure 6.4: Contour deformation for the Hermite polynomials when |x| < 2 (here x = 1). The
plot shows the values of Reϕ(z) for z in the complex plane (for −2 < Re z, Im z < 2): blue =
small values, orange = large values, and the thick black curves corresponds to the two level curves
Reϕ(z) = Reϕ(z±(x)). The level curves Imϕ(z) = Imϕ(z±(x)) are shown in red; the steepest descent
ones can be recognized by how they traverse the various level curves of the real part. The contour of
integration around z = 0 can be chosen as parts of the steepest descent curves closed by means of the
dashed curves, whose exact shape is inessential as long as they lie entirely in a region where Reϕ is
strictly smaller than Reϕ(z±(x)).
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Figure 6.5: Approximation (in yellow) of P̃n+j(x;n) (in blue) for |x| < 2, n = 5, j = 2.
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Edge regime: |x| = 2

This regime is more complicated and hence omitted. When x = ±2, the two saddle points z± =
x±
√
x2−4
2 coalesce into a single saddle point z = 1 which is degenerate, namely ϕ′′(1) = 0 for x = ±2.

The local structure of the level lines near the saddle point presents three principal directions; it is a
so-called “monkey saddle” (Figure 6.6).

We report without proof the asymptotics for Hermite polynomials in this critical regime, which
involve the Airy function:

P̃n(x;n)e−n
x2

4

∣∣∣
x=2+ y

n2/3

=
√

2πn1/6e−
n
2 (Ai(y) +O(n−2/3)). (6.2.22)
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Figure 6.6: Level curves of Reϕ(z) for x = 2 near the degenerate saddle point z = 1.

6.3 Applications to the GUE

6.3.1 Wigner’s semicircle law

Theorem 6.3.1 (Wigner’s semicircle law). As n→ +∞ with j ∈ Z fixed, we have

lim
n→+∞

1

n
ρ1(x) =

√
4− x2

2π
1(−2,2)(x). (6.3.1)

Proof. We have (′ := ∂x)

1

n
ρ1(x) =

e−n
x2

2

nhn−1(n)

(
P̃ ′n(x;n)P̃n−1(x;n)− P̃n(x;n)P̃ ′n−1(x;n)

)
(6.3.2)

hn+j(n) = (n+ j)!n−n−j−
1
2

√
2π = 2πe−n(1 +O(n−1)), n→ +∞, j fixed, (6.3.3)

where the last asymptotic relation is obtained by (5.2.23). Since differentiating asymptotic relations
poses some issues, we use the relation

P̃ ′k(x;n) = kP̃k−1(x;n), (6.3.4)

which follows from Exercise 3.1.4, to write, using also (6.3.3),

1

n
ρ1(x) =

e−
n
2

(x2−2)

2π

(
P̃n−1(x;n)2 − n− 1

n
P̃n(x;n)P̃n−2(x;n)

)
(1 +O(n−1)). (6.3.5)
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• x > 2: using the simple estimate

P̃n+j(x;n) = O

(
exp

(
n

4

(
x2 − 2− x

√
x2 − 4 + 4 log

x+
√
x2 − 4

2

)))
(6.3.6)

as n→ +∞ with j ∈ Z and x > 2 fixed, which follows directly from (6.2.20), we obtain

1

n
ρ1(x) = O

(
1

n
exp

(
n

2

(
−x
√
x2 − 4 + 4 log

x+
√
x2 − 4

2

)))
, n→ +∞, (6.3.7)

and since −x
√
x2 − 4 + 4 log x+

√
x2−4
2 < 0 for all x > 2 we obtain 1

nρ1(x)→ 0 as n→ +∞.

• x < −2: by parity of Hermite polynomials we have ρ1(−x) = ρ1(x) so it follows from the previous
case that 1

nρ1(x)→ 0 as n→ +∞ for all x < −2 as well.

• |x| < 2: using (6.2.20) in the form

e−
n
4

(x2−2)P̃n+j(x;n) =
2

(4− x2)1/4
sin(nα(x) + jβ(x) + γ(x)) (6.3.8)

with

α(x) := arccos
x

2
− x

4

√
4− x2, β(x) := arccos

x

2
, γ(x) :=

π

4
+

1

2
arccos

x

2
, (6.3.9)

we get

e−
n
2

(x2−2)P̃n+j1(x;n)P̃n+j2(x;n)

=
4√

4− x2
sin

(
nα(x) + j1β(x) + γ(x)

)
sin

(
nα(x) + j2β(x) + γ(x)

)
(1 +O(n−1))

=
2√

4− x2

[
cos

(
(j1 − j2)β(x)

)
− cos

(
2nα(x) + (j1 + j2)β(x) + 2γ(x)

)]
(1 +O(n−1))

(6.3.10)

using the prosthaphaeresis identity sin(u) sin(v) = 1
2(cos(u− v)− cos(u+ v)). Next, we observe

that e−
n
2

(x2−2)P̃n+j1(x;n)P̃n+j2(x;n) = O(1) as n→ +∞ so that we can replace the factor n−1
n

in (6.3.5) by 1, absorbing the difference in the O(n−1) error, to get

1

n
ρ1(x) =

2√
4− x2

[
cos(0)−

((((
(((

((((
((((

cos

(
2nα(x)− 2β(x) + 2γ(x)

)
− cos(2β(x)) +

(((
((((

(((
((((

(

cos

(
2nα(x)− 2β(x) + 2γ(x)

)]
(1 +O(n−1))

=
1− cos(2β(x))

π
√

4− x2
(1 +O(n−1))

=

√
4− x2

2π
(1 +O(n−1)) (6.3.11)

using the trigonometric identity cos(2β(x)) = 2 cos(β(x))2 − 1 = x2

2 − 1.

Corollary 6.3.2. For any continuous f : R→ R we have

lim
n→+∞

E
[

1

n
tr (f(M))

]
=

∫ 2

−2
f(s)

√
4− s2

2π
ds. (6.3.12)
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Figure 6.7: Plot of 1
nK

GUE
n (x, x) for various values of n.

6.3.2 Some remarks on the semicircle law for Wigner matrices

A different model of random matrix theory is that of Wigner matrices. Informally, invariant ensembles
(which are the primary focus of these notes) are characterized by invariance with respect to the unitary
adjoint action, whereas Wigner ensembles are characterized by independence of the entries. It is not
too hard to show that the Gaussian ensembles are the only random matrix ensembles which are
simultaneously Wigner and invariant (but we will not prove it here).

Definition 6.3.3. Let Y be a real-valued random variable, and let Z be a complex-valued random
variable. We assume that

E[Y ] = 0 = E[Z], E[Z2] = 1, (6.3.13)

and moreover that

E[|Y |k] and E[|Z|k] are finite for all k. (6.3.14)

A(n Hermitian) Wigner matrix is an Hermitian random matrix M with upper triangular and diagonal
entries independent and distributed as

Mii ∼ Y, 1 ≤ i ≤ n, Mij = Mji ∼ Z, 1 ≤ i < j ≤ n. (6.3.15)

For an Hermitian Wigner matrix M of size n, the empirical spectral measure is

µn :=
1

n

∑
λ eigenvalue of M

δλ/
√
n, (6.3.16)

which is a random probability measure on R. ��

These conditions could be relaxed in several directions, but we will stick to this simple setting here
to formulate the next result. Note that a GUE matrix is an Hermitian Wigner matrix.

Theorem 6.3.4 (Wigner). Let M be an Hermitian Wigner matrix of size n, in the sense of the
above definition and let µn be the associated empirical spectral measure. Then we have the weak
convergence in probability

µn →
√

4− x2

2π
1(−2,2)(x)dx (6.3.17)
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which more explicitly means that for all f : R→ R bounded continuous function and for all ε > 0
we have

P

(∣∣∣∣∣
∫
R
f(x)µn(dx)−

∫ 2

−2
f(x)

√
4− x2

2π
dx

∣∣∣∣∣ > ε

)
→ 0, as n→ +∞. (6.3.18)

6.3.3 Sine kernel in the bulk

Theorem 6.3.5. Fix x0 ∈ (−2, 2) and denote

ψ(x0) :=

√
4− x2

0

2π
, (6.3.19)

which is the limiting eigenvalue density by Theorem 6.3.1. Then the GUE correlation kernel defined
in (6.2.9) satisfies

lim
n→+∞

1

nψ(x0)
KGUE
n

(
x0 +

ξ

nψ(x0)
, x0 +

η

nψ(x0)

)
= Ksine(ξ, η) :=

sin(π(ξ − η))

π(ξ − η)
. (6.3.20)

Proof. Throughout this proof, x := x0 + ξ
nψ(x0) , y := x0 + η

nψ(x0) and the O-notation is always taken
in the limit n→ +∞. In particular

1

nψ(x0)(x− y)
=

1

ξ − η
, (6.3.21)

and x, y satisfy |x| < 2, |y| < 2, provided n is sufficiently large. Therefore, with α(x), β(x), γ(x) as in
(6.3.8)–(6.3.9), using also (6.3.3),

KGUE
n (x, y)

nψ(x0)
=

e−
n
4

(x2+y2)

hn−1(n) (ξ − η) (4− x)1/4 (4− y)1/4

[
P̃n(x;n)P̃n−1(y;n)− P̃n−1(x;n)P̃n(y;n)

]
=

2

π(ξ − η)
√

4− x2
0

[
sin

(
nα(x) + γ(x)

)
sin

(
nα(y)− β(y) + γ(y)

)
− sin

(
nα(x)− β(x) + γ(x)

)
sin

(
nα(y) + γ(y)

)]
(1 +O(n−1))

=
1

π(ξ − η)
√

4− x2
0

[
cos

(
n(α(x)− α(y)) + β(y) + γ(x)− γ(y)

)
− cos

(
n(α(x) + α(y))− β(y) + γ(x) + γ(y)

)
− cos

(
n(α(y)− α(x)) + β(x) + γ(y)− γ(x)

)
+ cos

(
n(α(x) + α(y))− β(x) + γ(x) + γ(y)

)]
(1 +O(n−1)),

(6.3.22)

where we use again the prosthaphaeresis identity sin(u) sin(v) = 1
2(cos(u − v) − cos(u + v)). In the

last expression, the arguments of cos in the second and fourth lines differ by β(x)− β(y) = O(n−1) so
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we can absorb these terms into the error O(n−1); for the remaining two terms, we compute

cos

(
n(α(x)− α(y)) + β(x) + γ(x)− γ(y)

)
− cos

(
n(α(y)− α(x)) + β(y) + γ(y)− γ(x)

)
= 2 sin

(
β(x) + β(y)

2

)
sin

(
n(α(y)− α(x)) +

β(y)− β(x)

2
+ γ(y)− γ(x)

)
(6.3.23)

using the inverse prosthaphaeresis identity cos(u) − cos(v) = 2 sin(u+v
2 ) sin(v−u2 ). Finally, the first

factor is

sin(β(x0) +O(n−1)) = sin
(

arccos
(x0

2

))
(1 +O(n−1)) =

√
1−

(x0

2

)2
(1 +O(n−1)) (6.3.24)

the second one is

sin

(
α′(x0)

η − ξ
ψ(x0)

+O(n−1)

)
= sin(π(ξ − η))(1 +O(n−1)), (6.3.25)

where we use the elementary computation α′(x) = −1
2

√
4− x2, for |x| < 2. By assembling all these

terms together, we finally obtain

KGUE
n (x, y)

nψ(x0)
=

sin(π(ξ − η))

π(ξ − η)
(1 +O(n−1)), (6.3.26)

which completes the proof.

6.3.4 Airy kernel at the edge

Theorem 6.3.6. The GUE correlation kernel defined in (6.2.9) satisfies

lim
n→+∞

n−2/3KGUE
n

(
2 +

ξ

n2/3
, 2 +

η

n2/3

)
= KAiry(ξ, η) :=

Ai(ξ)Ai′(η)−Ai′(ξ)Ai(η)

ξ − η
. (6.3.27)

The proof relies on (6.2.22) and is omitted.
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Figure 6.8: Plot of n−2/3KGUE
n (2 + n−2/3x, 2 + n−2/3x) (blue) for various values of n and of the one-

point correlation function of the Airy point process KAiry(x, x) = Ai′(x)2 − xAi(x)2 (yellow).
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6.3.5 Airy process

Exercise 6.3.7. Prove that

KAiry(ξ, η) :=
Ai(ξ)Ai′(η)−Ai′(ξ)Ai(η)

ξ − η
=

∫ +∞

0
Ai(ξ + t)Ai(η + t)dt. (6.3.28)

Note that the integral in the right side is absolutely convergent by Proposition 5.4.8. (Hint: use the
Airy equation and integrate by parts the expression (ξ − η)

∫ +∞
0 Ai(ξ + t)Ai(η + t)dt.) ��

As a matter of fact (we will not prove it here) the operator A defined for compactly supported
smooth functions f : R→ R as

(Af)(x) =

∫
R

Ai(x+ t)f(t)dt (6.3.29)

extends to a unitary involution of L2(R):

A = A†, A2 = IdL2(R). (6.3.30)

By the above exercise, the operator KAiry acting on L2(R) as

(KAiryf)(x) =

∫
R
KAi(x, y)f(y)dy (6.3.31)

can be expressed as
KAiry = A1(0,+∞)A. (6.3.32)

It follows that KAiry is an orthogonal projector, (KAiry)2 = KAiry; it is also verified that 1BA1(0,+∞)

is Hilbert–Schmidt for all bounded Borel subsets B of R (this follows from the asymptotics of Ai(x)
as x → +∞, proven in Proposition 5.4.8), hence KAiry is locally trace-class. By Theorem 4.2.3 and
Remark 4.2.4 we conclude that there exists a determinantal point process with correlation kernel
KAiry(·, ·).
Definition 6.3.8. This determinantal point process is called Airy point process. ��

6.3.6 Largest eigenvalue fluctuations and Tracy–Widom distribution

Let λ
(n)
max be the largest eigenvalue of a GUE matrix of size n.

Theorem 6.3.9. The following limit exists for all s ∈ R

F (s) = lim
n→+∞

P((λ
(n)
max − 2)n2/3 ≤ s) (6.3.33)

and is given by the Fredholm series

F (s) = 1 +
∑
`≥1

(−1)`

`!

∫
(s,+∞)`

det
1≤i,j≤`

(
KAiry(xi, xj)

)
dx1 · · · dx`. (6.3.34)

Proof. Using notations and results from Section 4.4, in particular Theorem 4.4.1, we know that

P((λ
(n)
max − 2)n2/3 ≤ s) = P(λ

(n)
max ≤ 2 +

s

n2/3
)

= P(#(2+ s

n2/3
,+∞) = 0)

= 1 +
∑
`≥1

(−1)`

`!

∫
(2+ s

n2/3
,+∞)`

det
1≤i,j≤`

(
KGUE
n (xi, xj)

)
dx1 · · · dx`

= 1 +
∑
`≥1

(−1)`

`!

∫
(s,+∞)`

det
1≤i,j≤`

(
1

n2/3
KGUE
n

(
2 +

yi

n2/3
, 2 +

yj

n2/3

))
dy1 · · · dy`

(6.3.35)
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where in the last step we change variables xi = 2 + yi
n2/3 . It finally suffices to apply Theorem 6.3.6

(with some details that we omit in passing the limit n→ +∞ inside the integral).

See Figure 6.9. An important result on this distribution is the following caracterization

Theorem 6.3.10 (Tracy & Widom, 1994). We have

F (s) = exp

(
−
∫ +∞

s
(x− s)q(x)2dx

)
(6.3.36)

where q(s) is the unique solution to the boundary value problem{
d2

ds2
q(s) = sq(s) + 2q(s)3 (“Painlevé II equation”)

q(s) ∼ Ai(s), as s→ +∞.
(6.3.37)

It is also relevant to state the following important result that was proven independently before the
Tracy–Widom Theorem.

Theorem 6.3.11 (Hastings & McLeod, 1980). There exists a unique solution to the boundary value
problem (6.3.37).

The relevance of Theorem 6.3.10 stems from the “universality” of the Tracy–Widom distribution
F (s). It indeed appears to be a universal distribution describing many different models at the transition
between weakly and strongly coupled phases of a systems2. It appears for example (beyond many
instances in Random Matrix Theory) in the study of

• the longest increasing subsequence of a random permutation,

• asymmetric simple exclusion process,

• the Kardar–Parisi–Zhang equation.
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Figure 6.9: Histogram of 500 samples of the random variable (λ
(n)
max−2)n2/3 for n = 20 plotted against

the Tracy–Widom probability distribution function F ′(s) (suitably rescaled so to have the same total
mass as the histogram). The probability distribution function F ′(s) has a bell-shaped curve, with a
negative mean value approximately equal to −1.77109 and a fatter tail to the right-hand side of the
mean than to the left-hand side (in statistical jargon, it has positive skewness).

2For a divulgative introduction see: Wolchover, “At the Far Ends of a New Universal
Law”, in Quanta Magazine, October 2014, publicly available at https://www.quantamagazine.org/

beyond-the-bell-curve-a-new-universal-law-20141015/.
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Chapter 7

Riemann–Hilbert problems

7.1 Introduction and basic theory

Riemann–Hilbert (from now on, RH) problems are an analytic way of characterizing interesting quan-
tities: here we shall be concerned only with Orthogonal Polynomials on the real line and their appli-
cations to Random Matrix Theory, but we should mention also

• more general types of orthogonality (e.g. different contours, multi-orthogonality)

• Hankel and Töplitz determinants,

• Fredholm determinants,

• “integrable” partial differential equations (one of the the prototypical examples being the Korteweg–
de Vries equation, which models waves in shallow water).

In a sense (that we shall explore further below), RH problems could be seen as a ‘non-abelian’
generalization of contour integral representations. It should be noted from the beginning that one is
rarely able to solve explicitly a RH problem; rather, the approach is to exploit the analytic character-
ization of certain quantities (for us, the OPRL) in terms of the unique solution to a RH problem to
extract information about these quantities. This is parallel to how we generally use contour integral
representations, which are often not explicitly computable in terms of elementary functions, but still
useful to extract information (e.g. asymptotics, symmetries) — the study of the Airy and Hermite
functions carried out in previous chapters should be a guidance here.

We do not aim at a general exhaustive discussion (which would greatly exceed the goals of the
course) but rather at giving an introduction with focus on applications to OPRL and RMT.

7.1.1 Scalar additive RH problems: simple closed contour case

A RH problem requires to find solutions to certain conditions:

RH1 Analyticity;

RH2 Jump condition;

RH3 Normalization.

A first simple (but important and pedagogical) example is given by scalar additive RH problems.
The data of the problem are the following.

• A smooth oriented contour γ ⊂ C, which for now we assume to be simple (i.e. it has no self-
intersections) and closed. We introduce the convention (which is customary and will be used
throughout all this chapter) to denote the two sides of γ with signs + (left) and − (right) (see
Figure 7.1).

• A function m : γ → C which is sufficiently regular (more details below when we construct the
solution).

The solution is a function y = y(z) of a single variable satisfying the following conditions.
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+ −

Figure 7.1: The simple closed smooth loop γ in the complex plane. The orientation of γ induces a
choice of ± sides of γ by the rule: + =left, − =right.

Scalar additive RH problem

RH1 y(z) is analytic for z ∈ C \ γ.

RH2 The boundary values y±(z) := limw→z± y(w) exist for all z ∈ γ, are continuous on γ, and satisfy
the relation

y+(z) = y−(z) +m(z), z ∈ γ. (7.1.1)

Here limw→z± for a point z ∈ γ means that the limit is taken along any (smooth) curve ending
in z and lying entirely to the ± side of γ in a neighborhood of z and should be independent of
the curve (and thus depend only on the side ±).

RH3 As z →∞ in the complex plane, we have y(z)→ 0.

The following result could be formulated in more generality, for instance relaxing the regularity of
γ and of m (and, consequently, also of meaning of the boundary values for the solution y); the most
notable cases are when m is only assumed to be Hölder continuous, or even just in L2(γ).

Proposition 7.1.1. Assume, in addition to the previous conditions, that there exists an open neigh-
borhood Nγ of γ ⊂ C such that m admits an analytic extension to Nγ. Then, the solution y(z) is
unique and is given by the formula

y(z) =
1

2πi

∫
γ
m(s)

ds

s− z
. (7.1.2)

Definition 7.1.2. An integral of the form (7.1.2) is called a Cauchy integral. ��

Proof. RH1 means that y(z) is holomorphic for all z 6∈ γ; this holds because y(z) is complex-
differentiable:

y′(z) =
1

2πi

∫
γ
m(s)

ds

(s− z)2
. (7.1.3)

(Differentiation under integral sign is justified because the integral (7.1.3) converges uniformly for z
at a finite distance from γ.)

The jump condition RH2 is proved by a contour deformation argument. Fix a point z ∈ γ and refer
to Figure 7.2; introduce the contours γ̃± which coincide with γ outside a sufficiently small neighborhood
of z ∈ γ, and within such a small neighborhood of z they are given by a deformation which leaves z
inside the ± region and which anyway is small enough so that we never exit the neighborhood Nγ .
By Cauchy Theorem we can compute the boundary values as

2πi y±(z) = lim
w→z±

∫
γ
m(s)

ds

s− w
= lim

w→z±

∫
γ̃±

m(s)
ds

s− w
=

∫
γ̃±

m(s)
ds

s− z
. (7.1.4)

Since γ̃+ − γ̃− is homotopically equivalent to a small circle positively oriented around z (Figure 7.3),
by Cauchy theorem we get

y+(z)− y−(z) =
1

2πi

∫
γ̃+−γ̃−

m(s)
ds

s− z
= Res

(
m(s)

ds

s− z
, s = z

)
= m(z). (7.1.5)
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The normalization condition RH3 follows by the simple estimate

|y(z)| ≤ maxγ |m|
dist (z, γ)

, (7.1.6)

and the last expression tends to 0 as z →∞.
Finally, uniqueness is proven as follows; let ỹ = ỹ(z) be another solution and consider ε(z) :=

y(z) − ỹ(z). Since δ±(z) exist and δ+(z) = δ−(z) for all z ∈ γ and since m is analytic in Nγ , we
conclude that ε(z) is an entire function of z; since ε(z) → 0 as z → ∞, we conclude by Liouville
Theorem that ε(z) = 0 identically in z.

Figure 7.2: In grey the neighborhood Nγ . In the first figure, the original contour γ and some point
z ∈ γ. In the second figure, the deformation γ̃+ used to compute the boundary value y+(z). In the
third figure, the deformation γ̃− used to compute the boundary value y−(z).

=

Figure 7.3: The integration contour γ̃+ − γ̃− is homotopically equivalent to a small circle around z
(with index +1).

The following exercise can be of help in understanding Cauchy integrals.

Exercise 7.1.3. In this setting, γ is a smooth simple closed loop, and hence it divides the plane into
two disjoint regions Ω+,Ω− (interior and exterior, respectively). More precisely: Ω+ and Ω− are open,
Ω+ is compact, Ω− ∩ Ω+ = ∅, Ω+ ∩ Ω− = γ, and Ω+ ∪ Ω− = C \ γ.

1. Let m admit an analytic extension to an open neighborhood of Ω+. Find the solution to the
additive RH problem.

2. Assume m admits a meromorphic extension to an open neighborhood of Ω+, whose only singu-
larity is a simple pole at z0 ∈ Ω+. Find the solution to the additive RH problem.

3. Generalize to the case of an arbitrary meromorphic function m in an open neighborhood of Ω+.

(Hint: use (7.1.2) and Cauchy Theorem.) ��

7.1.2 Scalar additive RH problems: open contour case

Now, let γ be a smooth simple contour which is not closed (rather it has endpoints, which may be
finite or infinite); see Figure 7.4. We stipulate that the endpoints are part of γ, and denote by γ◦ the
interior of γ. The jump function m can be defined just on γ◦; however, for simplicity we assume that
m(z)→ 0 as z → a faster than any power of (z − a), for any endpoint a of γ.

The scalar additive RH problem is in this case formulated as

RH1 y(z) is analytic for z ∈ C \ γ.
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+−

+−

+−

Figure 7.4: The simple smooth curve γ in the complex plane. The orientation of γ induces a choice of
± sides of γ by the rule: + =left, − =right. Contrarily to the closed loop case, the curve γ does not
divide the complex plane into disjoint open components and ± acquire meaning only in a sufficiently
close neighborhood of γ.

RH2 The limits y±(z) := limw→z± y(w) exist for all z ∈ γ◦, are continuous on γ, and satisfy the
relation

y+(z) = y−(z) +m(z), z ∈ γ◦. (7.1.7)

RH3 As z →∞ in the complex plane, we have y(z)→ 0.

It can be checked exactly as in Proposition 7.1.1, that a solution is again given by the formula
(7.1.2). However, now the solution is not unique: for example, we are free to add to any solution y(z)
a multiple of (z− a)−p for any integer p ≥ 1 and any endpoint a. (Exercise: check that this does not
spoil any of the conditions RH1–RH3). To restore uniqueness of the solution, one has to amend RH3:

RH3’ As z → ∞ in the complex plane, we have y(z) → 0, and as z → any endpoint of γ, we have
y(z) = O(1).

It can be checked that y(z) given by the formula (7.1.2) is then the unique solution of RH1, RH2,
RH3’; the arguments in the proof of Proposition 7.1.1 must be complemented by the analysis of the
Cauchy integral as z approaches the endpoints of γ. We omit the details.

Exercise 7.1.4. Solve the scalar additive RH problem on γ = R with m(z) = 1
z2+1

. (Hint: close the
contour of integration R with a large semicircle in either half-plane.) ��

7.1.3 Scalar multiplicative case

We discuss the closed loop case only for simplicity (generalizing to the open contour case could be
done essentially as in the previous paragraph).

A scalar multiplicative RH problem is given by the following conditions.

RH1 y(z) is analytic for z ∈ C \ γ.

RH2 The limits y±(z) := limw→z± y(w) exist for all z ∈ γ, are continuous on γ, and satisfy the relation

y+(z) = y−(z)m(z), z ∈ γ. (7.1.8)

RH3 As z →∞ in the complex plane, we have y(z)→ 1.

Proposition 7.1.5. Assume, in addition to the previous conditions, that there exists an open neigh-
borhood Nγ of γ ⊂ C such that m admits an analytic extension to Nγ and also that there exists
a logarithm logm(z) defined for z ∈ γ in such a way that it is continuous on γ. Then the scalar
multiplicative RH problem admits a unique solution

y(z) = exp

(
1

2πi

∫
γ

log(m(s))
ds

s− z

)
. (7.1.9)
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Proof. We first check that y(z) defined in (7.1.9) is a solution. Indeed,

y+(z)

y−(z)
= exp

(
ϕ+(z)− ϕ−(z)

)
(7.1.10)

where

ϕ(z) =
1

2πi

∫
γ

log(m(s))
ds

s− z
. (7.1.11)

We know from Proposition 7.1.1 that

ϕ+(z)− ϕ−(z) = log(m(z)) (7.1.12)

and so (7.1.9) solves RH2. Since y(z) = exp(ϕ(z)), conditions RH1 and RH3 are also easily checked
(the former follows from the fact that ϕ is analytic for z ∈ C \ γ, and the latter follows from ϕ(z)→ 0
as z →∞).

Uniqueness can be proven as follows; let ỹ(z) be another solution and consider the ratio ε(z) :=
ỹ(z)/y(z). Since ε±(z) exist for all z ∈ γ and ε+(z) = ε−(z), and since m has an analytic extension to
a neighborhood of γ (as well as logm), we deduce that ε(z) is an entire function of z. (Note that, by
construction, y(z) has no zeros.) Since ε(z) → 1 as z → ∞, by Liouville Theorem we have ε(z) = 1
identically in z.

The condition that m(z) admits a continuous logarithm is essential here; if the contour is closed,
it is equivalent to the index condition

0 =

∮
γ

d logm(s)ds =

∮
γ

m′(s)

m(s)
ds. (7.1.13)

Exercise 7.1.6. Suppose, as in the previous proposition, that m admits a continuous logarithm on
γ, and let y solve the above scalar multiplicative RH problem. Prove uniqueness and give an integral
representation of the solution to the in-homogeneous scalar RH problem (for a given function f , also
analytic in a neighborhood of γ):

RH1 φ(z) analytic for z ∈ C \ γ;

RH2 boundary values φ±(z) exist and φ+(z) = φ−(z)m(z) + f(z), for all z ∈ γ;

RH3 φ(z)→ 0 as z →∞.

(Hint: about uniqueness, given two solutions φ, φ̃ consider the function (φ(z) − φ̃(z))/y(z) and show

that it is entire and use Liouville Theorem; about the integral representation, write RH2 as φ+(z)
y+(z) =

φ−(z)
y−(z) + f(z)

y+(z) and apply the theory relative to scalar additive RH problems.) ��

7.2 General theory of matrix RH problems

7.2.1 Formulation of the RH problem

In the simplified setting which is enough for these notes, a (k× k-)matrix RH problem consists of the
following data.

• A smooth simple contour γ in the complex plane. It might be closed or open; in the former case
note that γ◦ = γ.

• A matrix function M : γ → SLk(C), where SLk(C) is the special linear group consisting of
k × k matrix with complex entries and unit determinant. If γ has endpoints, we require that
M(z) → 1k as z → a faster than any power of z − a, for any endpoint a ∈ γ. We shall also
always assume (for simplicity) that M(z) admits an analytic extension to a neighborhood of γ.

The solution to the RH problem specified by the above data is a k × k matrix function Y = Y (z)
satisfying the following conditions.
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RH1 Y (z) is analytic (entry-wise) for z ∈ C \ γ.

RH2 The limits Y±(z) := limw→z± Y (w) exist for all z ∈ γ◦, are continuous on γ◦, and satisfy the
relation

Y+(z) = Y−(z)M(z), z ∈ γ◦. (7.2.1)

RH3 As z → ∞ in the complex plane, we have Y (z) → 1k; as z → a, where a is any endpoint of γ,
we have Y (z) = O(1).

7.2.2 Uniqueness of the solution

Contrarily to the scalar case, we do not have a general formula for the solution to the matrix RH
problem. However, we have the following important result concerning uniqueness.

Proposition 7.2.1. If a solution Y (z) to the above matrix RH problem exists, it is unique.

Proof. Assuming the existence of a solution Y (z), detY (z) is an entire function (because by as-
sumption, M(z) has unit determinant and has an analytic extension to a neighborhood of γ). Since
detY (z)→ 1 as z →∞, Liouville Theorem implies that detY (z) = 1 identically in z. It follows that
the inverse Y (z)−1 exists.

Let now Ỹ (z) be another solution and define the matrix R(z) := Y (z)Ỹ (z)−1. Since R±(z) exist
and R+(z) = R−(z) for all z ∈ γ, it follows that R(z) is an entire (matrix-valued) function of z.
Since R(z) → 1k as z → ∞, it follows by Liouville Theorem that R(z) = 1k identically in z, hence
Ỹ (z) = Y (z).

7.2.3 Cauchy operator formulation and small-norm theorem

The goal of this section is to obtain a perturbative version of the simple fact that if M = 1k then
the unique solution exists and is Y (z) = 1k. Namely, we aim at showing that if the jump matrix M
is close to 1k (in an appropriate sense) then also the solution Y is close to 1k. The relation of RH
problems to integral equations is the key to understand such result.

Definition 7.2.2. The Cauchy operator associated with the smooth oriented contour γ is defined by
the formula

(Cf)(z) :=
1

2πi

∫
γ
f(s)

ds

s− z
, z ∈ C \ γ. (7.2.2)

Moreover, we introduce

(C±f)(z) := lim
w→z±

(Cf)(w). (7.2.3)

��

Definition 7.2.3. For a (matrix-valued) function f : γ → Ck×k and p ∈ [1,+∞] we denote

‖f‖Lp(γ) :=

{∫
γ |f(s)|p|ds|, p 6=∞,

supγ |f |, p =∞.
(7.2.4)

Here, |f | denotes any matrix norm (e.g., the maximum of the absolute value of the entries) and
∫
·|ds|

means the integral with respect to the arclength measure on γ.
By Lp(γ) (omitting the size k for simplicity) we mean the Banach space of (equivalence classes

of) functions f : γ → Ck×k with ‖f‖Lp(γ) < +∞ (the equivalence relation being equality almost
everywhere with respect to the arclength measure on γ). ��

The following result will not be proved here.
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Theorem 7.2.4. If f ∈ L2(γ) then (Cf)(z) is an analytic function of z ∈ C \ γ and (C±f)(z)
exist for almost all z ∈ γ and C±f ∈ L2(γ). Moreover, there exists a constant c(γ) depending on
γ only such that

‖(C±f)‖L2(γ) ≤ c(γ)‖f‖L2(γ). (7.2.5)

Moreover,
C+ − C− = IdL2(γ). (7.2.6)

Remark 7.2.5. The identity (7.2.6) is a generalization of the argument in the proof of Proposition 7.1.1.
It implies that the solution to the additive RH problem X+ − X− = V (with X → 0 at ∞) can be
expressed as X = CV in terms of the Cauchy operator on γ. ��

Let us explain how the general matrix RH problem is related to Cauchy operators. Keeping in
mind our objective of proving that if M is close to 1 then Y is close to 1 it is convenient to rewrite
Y = 1 + X, M = 1 + ∆ (let us also assume that X,∆ belong to Lp(γ) for p = 1, 2,∞). By simple
algebra, the jump condition Y+ = Y−M becomes

X+ −X− = (1 +X−)∆. (7.2.7)

This can be understood as an additive RH problem, for which we know how to write the solution (see
the last remark):

X = C((1 +X−)∆) = C(∆) + C(X−∆). (7.2.8)

Taking the − boundary value we obtain

X− = C−(∆) + C−(X−∆), (7.2.9)

or, equivalently,
(Id− L)X− = C−(∆), Lf := C−(f∆). (7.2.10)

Therefore we would like to invert Id− L. Note that, by (7.2.5),

‖Lf‖L2(γ) ≤ c(γ)‖f∆‖L2(γ) ≤ c(γ)‖∆‖L∞(γ)‖f‖L2(γ). (7.2.11)

Provided that c(γ)‖∆‖L∞(γ) < 1 we can invert the operator L. This is a general fact recalled in
the following exercise.

Exercise 7.2.6. Let L be a linear operator on a Banach space V such that ‖Lv‖V ≤ k‖v‖V for all
v ∈ V for some 0 ≤ k < 1. Prove that the series Tv :=

∑
j≥0 L

jv converges in norm for all v, and
more precisely that we have

‖Tv‖V ≤
1

1− k
‖v‖V , for all v ∈ V . (7.2.12)

Conclude that T is a linear operator on V which is inverse to IdV −L, i.e. T(IdV −L) = (IdV −L)T =
IdV . ��

Therefore, we can solve the equation (7.2.10) as

X− = (Id− L)−1C−(∆) (7.2.13)

and so (see previous exercise) we have the L2-norm estimate

‖X−‖L2(γ) ≤
c(γ)‖∆‖L2(γ)

1− c(γ)‖∆‖L∞(γ)
. (7.2.14)

Finally, spelling out (7.2.8) we have

X(z) =
1

2πi

∫
γ

∆(s)

s− z
ds+

1

2πi

∫
γ

X−(s)∆(s)

s− z
ds (7.2.15)
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and so we get a uniform estimate for any z ∈ C \ γ:

2π|X(z)| =
∣∣∣∣∫
γ

∆(s)

s− z
ds+

∫
γ

X−(s)∆(s)

s− z
ds

∣∣∣∣
≤
(∫

γ

∣∣∣∣∆(s)

s− z
ds

∣∣∣∣+

∫
γ

∣∣∣∣X−(s)∆(s)

s− z
ds

∣∣∣∣)
≤ 1

dist (z, γ)

(
‖∆‖L1(γ) + ‖X−‖L2(γ)‖∆‖L2(γ)

)
=

1

dist (z, γ)

(
‖∆‖L1(γ) +

c(γ)‖∆‖2L2(γ)

1− c(γ)‖∆‖L∞(γ)

)
(7.2.16)

where we used Cauchy–Schwarz inequality.

Recalling that Y = 1 +X and M = 1 + ∆ we have proved the following result.

Theorem 7.2.7 (Small-norm theorem). Suppose M(z; t) also depends on a real parameter t ≥ t0
and define

δ(t) := max{‖M(·; t)− 1‖L1(γ), ‖M(·; t)− 1‖L2(γ), ‖M(·; t)− 1‖L∞(γ)}. (7.2.17)

Then, if δ(t)→ 0 as t→ +∞, there exists t1 ≥ t0 such that the solution Y (z; t) exists for t ≥ t1.
Moreover, there exists C > 0 independent of t, z such that

|Y (z; t)− 1| ≤ Cδ(t)

dist (z, γ)
, for t ≥ t1, z ∈ C \ γ. (7.2.18)

Remark 7.2.8. Assume that M(z; t) admits an analytic extension to a neighborhood Nγ of γ (in-
dependent of t) and also that there is a function δ(t) for t ≥ t0 satisfying δ(t) → 0 as t → +∞,
and

δ(t) ≥ max{‖M(·; t)− 1‖L1(γ̃), ‖M(·; t)− 1‖L2(γ̃), ‖M(·; t)− 1‖L∞(γ̃)}, (7.2.19)

whenever γ̃ is a small deformation of γ (homomotopy equivalent to γ) that never exits Nγ . By a contour
deformation argument we can now avoid the singularities in the Cauchy integrals and, consequently,
the estimate (7.2.18) can be refined to

|Y (z; t)− 1| ≤ Cδ(t)

1 + dist (z, γ)
, for t ≥ t1, z ∈ C \ γ, (7.2.20)

for t1 ≥ t0 and some constant C > 0 independent of t, z. This inequality now applies also to z ∈ γ in
the sense of boundary values, i.e. |Y±(z; t)− 1| ≤ Cδ(t). ��

7.3 The RH problem for OPRL

We shall consider the following assumptions on the measure of orthogonality µ(dx) = w(x)dx; these
assumptions are quite far from being minimal, but they are convenient in order to work with RH
problems in the easy analytic sense discussed above.

Throughout this section, the weight function w : R → R≥0 is such that for some ε > 0, w admits
an analytic extension to the domain

Ωε := {z ∈ C : | arg z| < ε or |π + arg z| < ε or |Im z| < ε} (7.3.1)

such that
∫
Reiψ |w(s)skds| < +∞ for all −ε < ψ < ε and all integers k ≥ 0.

(In particular, for ψ = 0, all the moments are finite,
∫
Rw(s)|s|kds < +∞ for all integers k ≥ 0.)
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Figure 7.5: Analyticity domain for w.

Example 7.3.1. An important example for us is the class of measures µ(dx) = exp(−V (x))dx where
V (x) is a polynomial of x of even degree. This is a generalization of the Gaussian measure. ��

The RH problem for OPRL is the problem of finding a 2 × 2-matrix function Yn = Yn(z), for a
fixed integer n ≥ 1, satisfying the following conditions.

RH1 Yn(z) is analytic for z ∈ C \ R,

RH2 Yn,±(z) exist for all z ∈ R and are related as

Yn,+(z) = Yn,−(z)

(
1 w(z)
0 1

)
. (7.3.2)

RH3 Yn(z)

(
z−n 0

0 zn

)
→ 12 as z →∞.

Straightforward variations of this RH problem can be made so that it applies to orthogonality on
a finite interval rather than on the real line, but let us stick to this formulation.

Remark 7.3.2. It will be convenient to use the notation

σ3 :=

(
1 0
0 −1

)
, (7.3.3)

so that in particular

aσ3 := exp(log(a)σ3) =

(
a 0
0 1

a

)
, for all a 6= 0. (7.3.4)

The condition RH3 can be written as Yn(z)z−nσ3 → 12 as z →∞. ��

Theorem 7.3.3 (Fokas–Its–Kitaev, 1992). The RH problem above admits a unique solution Yn(z)
for all integers n ≥ 1 which is given explicitly by

Yn(z) =

(
Pn(z) 1

2πi

∫
R Pn(s)w(s) ds

s−z
− 2πi
hn−1

Pn−1(z) − 1
hn−1

∫
R Pn−1(s)w(s) ds

s−z

)
, z ∈ C \ R. (7.3.5)

Here, P` = P`(x) are the monic orthogonal polynomials on the real line, satisfying∫
R
P`(x)Pk(x)w(x)dx = h`δ`,k. (7.3.6)

Proof. First, the uniqueness, which is proven along the lines of Proposition 7.2.1. Indeed, the scalar
function detY (z) satisfies (detY (z))+ = (detY (z))− for all z ∈ R, hence detY (z) extends to an entire
function of z; by RH3 we have detY (z) = det(Y (z)z−nσ3) → 1 as z → ∞. By Liouville Theorem,
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detY (z) = 1 identically in z. Hence, every solution is invertible; let Y, Ỹ be two solutions to the the
above RH problem and set R(z) := Ỹ (z)Y (z)−1, so that R+(z) = R−(z) and so R(z) is a matrix of
entire functions. Since

R(z) = Ỹ (z)Y (z)−1 = Ỹ (z)z−nσ3(Y (z)z−nσ3)−1 → 12 (7.3.7)

we conclude, once again thanks to Liouville Theorem that R(z) = 12 identically in z. Hence, the
solution Y is unique.

Actually, that the solution is unique also follows from the following part of the proof, where we
explicitly show that the RH conditions RH1–RH3 uniquely determine the solution in the form (7.3.5);
it is however instructive to see the general argument based on Liouville Theorem too.

To derive the structure of the solution, let us denote

Y (z) =

(
a(z) b(z)
c(z) d(z)

)
, (7.3.8)

so that RH1 implies a, b, c, d are analytic in C \ R, RH3 implies

a(z)z−n → 1, b(z)zn → 0, c(z)z−n → 0, d(z)zn → 1, (7.3.9)

and RH2 implies(
a+(z) b+(z)
c+(z) d+(z)

)
=

(
a−(z) b−(z)
c−(z) d−(z)

)(
1 w(z)
0 1

)
=

(
a−(z) b−(z) + a−(z)w(z)
c−(z) d−(z) + c−(z)w(z)

)
(7.3.10)

in particular
a+ = a−, c+ = c− (7.3.11)

and so a, c are entire. By a generalization of Liouville theorem (see Exercise 7.3.5 below), since a, c
have polynomial growth by (7.3.9) then a, c are polynomials. More precisely, there exists a monic
polynomial pn(z) = zn + · · · of degree n and a polynomial qn(z) of degree < n such that

a(z) = pn(z), c(n) = qn(z). (7.3.12)

Then
b+(z)− b−(z) = w(z)pn(z), d+(z)− d−(z) = w(z)qn(z), (7.3.13)

and, moreover, b(z), d(z) → 0 as z → ∞ because of (7.3.9). By the previous discussion of scalar
additive RH problems we can solve the last relations as

b(z) =
1

2πi

∫
R
pn(s)w(s)

ds

s− z
, d(z) =

1

2πi

∫
R
qn(s)w(s)

ds

s− z
. (7.3.14)

Summarizing: we have proven that there exist a monic degree n polynomial pn and a degree < n
polynomial qn such that

Y (z) =

(
pn(z) 1

2πi

∫
R pn(s)w(s) ds

s−z
qn(z) 1

2πi

∫
R qn(s)w(s) ds

s−z

)
. (7.3.15)

It remains to show that pn(z) = Pn(z) and qn(z) = − 2πi
hn−1

Pn−1(z). To this end, it is convenient to
stop the proof for a moment and prove a general lemma.

Lemma 7.3.4. Let p be a polynomial and let w : R → R≥0 satisfying the assumptions above, see
equation (7.3.1). Then, for all k ≥ 0 there exists a constant C(k) > 0, independent of z, such that∣∣∣∣∣

∫
R
p(s)w(s)

ds

s− z
+

k−1∑
i=0

ci
zi+1

∣∣∣∣∣ ≤ C(k)

zk+1
, for all z ∈ C \ γ such that |z| ≥ 1, (7.3.16)

where

ci =

∫
R
w(s)p(s)sids. (7.3.17)
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Proof of lemma. We have the algebraic identity (a geometric sum)

1

z
+

s

z2
+ · · ·+ sk−1

zk
=

1− (s/z)k

z − s
. (7.3.18)

Hence ∫
R
p(s)w(s)

ds

s− z
+
k−1∑
i=0

1

zi+1

∫
R
sip(s)w(s)ds︸ ︷︷ ︸

=:ci

= − 1

zk+1

∫
R

skp(s)w(s)

1− (s/z)
ds (7.3.19)

It remains to show that there exists a constant Ck depending on k only such that∣∣∣∣∫
R

skp(s)w(s)

1− (s/z)
ds

∣∣∣∣ ≤ Ck, for all |z| ≥ 1. (7.3.20)

To this end we need to control the denominator 1 − s/z, and, to this end, let us first assume that z
(such that |z| > 1) also satisfies ε

3 < | arg z| < π− ε
3 , where we recall that we are assuming w analytic

in the domain Ωε in (7.3.1). We have the estimates:

if |s| ≤ 1

2
|z| ⇒

∣∣∣1− s

z

∣∣∣ =
|z − s|
|z|

≥
∣∣|z| − |s|∣∣
|z|

≥ 1

2
, (7.3.21)

if |s| ≥ 1

2
|z| ⇒

∣∣∣1− s

z

∣∣∣ ≥ |Im s

z
| = |s|Im z

|z|2
≥ 1

2
sin

ε

3
. (7.3.22)

Therefore, for all |z| ≥ 1 with ε
3 < | arg z| < π − ε

3 and all s ∈ R we have∣∣∣1− s

z

∣∣∣ ≥ 1

2
sin

ε

3
, (7.3.23)

hence, for all |z| ≥ 1 with ε
3 < | arg z| < π − ε

3 we have∣∣∣∣∫
R

skp(s)w(s)

1− (s/z)
ds

∣∣∣∣ ≤ 2

sin ε
3

∫
R
|s|k|p(s)|w(s)ds =: C1. (7.3.24)

It remains to extend such estimates in case 0 < | arg z| < ε
3 or 0 < | arg(−z)| < ε

3 . Assume first that
0 < arg z < ε

3 or 0 < arg(−z) < ε
3 ; in such case we can use our assumptions on w and obtain

∫
R

skp(s)w(s)

1− (s/z)
ds =

∫
Re−

2
3 εi

skp(s)w(s)

1− (s/z)
ds = (e−

2
3
εi)k+1

∫
R

(s′kp(e−
2
3
εis′)w(e

2
3
εis′)

1− (s′/z′)
ds. (7.3.25)

where in the first step we use Cauchy Theorem (we do not cross the singularity s = z with this

deformation) and in the second one we change variable s′ = se
2
3
εi and set z′ := ze

2
3
εi which now

satisfies ε
3 < | arg z′| < π − ε

3 . Therefore, with completely similar estimates as above, if |z| ≥ 1 and
0 < arg z < ε

3 or 0 < arg(−z) < ε
3 ,∣∣∣∣∫

R

skp(s)w(s)

1− (s/z)
ds

∣∣∣∣ ≤ 2

sin ε
3

∫
R
|s|k|p(se−

2
3
εi)w(se−

2
3
εi)|ds =: C2. (7.3.26)

Finally, if |z| ≥ 1 and − ε
3 < arg z < 0 or − ε

3 < arg(−z) < 0, by deforming the integration contour to

Re
2
3
εi we obtain in a completely similar way∣∣∣∣∫

R

skp(s)w(s)

1− (s/z)
ds

∣∣∣∣ ≤ 2

sin ε
3

∫
R
|s|k|p(se

2
3
εi)w(se

2
3
εi)|ds =: C3. (7.3.27)

The proof is complete since C1, C2, C3 depend on w, p, and k only and not on z, so it suffices to take
C(k) := max{C1, C2, C3}.
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Back to the proof of Theorem 7.3.3. We need to enforce the asymptotics (7.3.9) for b(z) and d(z)
given in (7.3.14). Let us start from znb(z)→ 0. We can write (by the lemma above)

b(z) = R(z) +

n−1∑
i=0

z−i−1 1

2πi

∫
R
sipn(s)w(s)ds (7.3.28)

with |R(z)| ≤ C|z|−n−1 for all |z| ≥ 1, i.e.∣∣∣∣∣znb(z)−
n−1∑
i=0

zn−i−1 1

2πi

∫
R
sipn(s)w(s)ds

∣∣∣∣∣ ≤ C|z|−1 (7.3.29)

hence, we need to have
∫
R s

ipn(s)w(s)ds = 0 for all i = 0, . . . , n− 1, i.e. pn = Pn, in which case

|znb(z)| ≤ C|z|−1 (7.3.30)

for all |z| ≥ 1, hence znb(z)→ 0 as z →∞.
Similarly, for d(z) we can write

d(z) = R̃(z) +

n−1∑
i=0

z−i−1 1

2πi

∫
R
siqn(s)w(s)ds (7.3.31)

with |R̃(z)| ≤ C̃|z|−n−1 for all |z| ≥ 1, i.e.∣∣∣∣∣znd(z)−
n−1∑
i=0

zn−i−1 1

2πi

∫
R
siqn(s)w(s)ds

∣∣∣∣∣ ≤ C̃|z|−1 (7.3.32)

hence, this time we need to have
∫
R s

iqn(s)w(s)ds = 0 for all i = 0, . . . , n−2 and
∫
R s

n−1qn(s)w(s)ds =
2πi, and so we need to take qn = 2πi

hn−1
Pn−1 to have

|znd(z)− 1| ≤ C̃|z|−1 (7.3.33)

for all |z| ≥ 1, hence znd(z)→ 1 as z →∞. The proof is complete.

Exercise 7.3.5. Let f(z) be an entire function such that the inequality |f(z)| ≤ C|z|n (for some
n ≥ 0 and some C > 0) holds true for all |z| > 1. Prove that f(z) is a polynomial of z of degree n.
(Hints. Method 1: f(z) has a Taylor series convergent everywhere, apply Cauchy inequalities. Method

2: induction on n ≥ 0, case n = 0 is Liouville; for n ≥ 1, use the identity f ′(z) =
∮
|s|=2|z|

f(s)
(s−z)2

ds
2πi to

show that |f ′(z)| ≤ (2nC)|z|n−1 for all |z| > 1 and use the inductive hypothesis.) ��

It is important to observe that the RH problem description of orthogonal polynomials allows one
to characterize the orthogonal polynomial Pn, without having to compute all the previous P`’s for
0 ≤ ` < n. This is especially convenient if we want to analyze the large degree limit of Pn. Thus,
the RH method replaces the integral representation of Hermite polynomials which we exploited in the
previous chapter, which is not available for other weights (although for a few other special measures
there are analogous standard contour integral representations).

It should also be remarked that there is another formula which we encountered for OPRL, which
(purely in principle!) would allow us to compute Pn without having to compute the previous P`’s for
0 ≤ ` < n, for a general weight. This is Heine’s formula (cf. second part in Exercise 3.2.8)

Pn(z) =

∫
R
· · ·
∫
R

∏
1≤i<j≤n

(xi − xj)2
n∏
i=1

(
(z − xi)w(xi)dxi

)
(7.3.34)

It should be appreciated that the RH description of OPRL converts such n-fold integral into a char-
acterization where n appear as a parameter.

The following three exercises imply that we can access all relevant quantities for OPRL, and not
just the polynomials themselves, like the norming constants hn, the coefficients bn, wn of the three-term
recurrence, and the Christoffel–Darboux kernel, via the matrix Yn(z).
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Exercise 7.3.6. Prove that

lim
z→∞

z
(
Yn(z)z−nσ3

)
12

= − hn
2πi

, (7.3.35)

lim
z→∞

z
(
Yn(z)z−nσ3

)
21

= − 2πi

hn−1
. (7.3.36)

(Hint: use Lemma 7.3.4.) ��

Exercise 7.3.7. Let the three-term recurrence of the OPRL be

xPn(x) = Pn+1(x) + bnPn(x) + wnPn−1(x). (7.3.37)

Prove that

wn = (Y1)12(Y1)21, bn =
(Y2)12

(Y1)12
− (Y1)22, (7.3.38)

where

Y1 := lim
z→∞

z
(
Yn(z)z−nσ3 − 12

)
, Y2 := lim

z→∞
z2
(
Yn(z)z−nσ3 − 12 − z−1Y1

)
. (7.3.39)

(Hint: prove the identities wn = hn/hn−1 and bn = 1
hn

∫
R x

n+1Pn(x)w(x)dx− 1
hn−1

∫
R x

nPn−1(x)w(x)dx

and use Lemma 7.3.4 and the previous exercise.) ��

Exercise 7.3.8. Prove that we can compute the Christoffel–Darboux kernel

KCD
n (x, y) :=

√
w(x)

√
w(y)

n−1∑
`=0

P`(x)P`(y)

h`−1
(7.3.40)

in terms of Yn(z) through the formulae

KCD
n (x, y) = − 1

2πi

√
w(x)

√
w(y)

x− y
(
Yn(x)−1Yn(y)

)
21
, (7.3.41)

KCD
n (x, x) =

w(x)

2πi

(
Yn(x)−1Y ′n(x)

)
21
, (7.3.42)

where the notation (A)21 denotes the entry in the second row and first column of the matrix A. Note
that although Yn(x) is not defined for x ∈ R (it has a jump there), these expressions only involve the
entries of Y in the first column, i.e. the orthogonal polynomials, and not the entries which do have a
jump across R. (Hint: use the Christoffel–Darboux identity and the fact that detYn(z) = 1.) ��

7.4 Universality in RMT via the Riemann–Hilbert approach

7.4.1 Scaling of Unitary-invariant Ensembles

As we did for the GUE (Section 6.1), to have a meaningful large-size limit, we need to take an
appropriate (size-dependent) rescaling of the measure of unitary-invariant ensembles of Hermitian
matrices. This is justified by the electrostatic analogy anticipated in Section 6.1 as we now explain in
more detail for a general potential V . The latter is assumed to satisfy the usual condition

lim
x→±∞

V (x)

log |x|
= +∞. (7.4.1)

Namely, the probability density function for eigenvalues (x1, . . . , xn) can be expressed as

1

ẐVn
∆2(x1, . . . , xn) exp(−

n∑
i=1

V (xi)) =
1

ẐVn
exp

 ∑
1≤i 6=j≤n

log |xi − xj | −
n∑
i=1

V (xi)

 . (7.4.2)

Looking at the exponent of the last expression we clearly see two competing effects.
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• The probability will be very small if xi → +∞, because V is a potential growing at ±∞.

• The probability will also be very small if the xi are close to each other.

If we just let n → +∞ without further rescaling the potential, we can expect one of these effects
to dominate on the other; more precisely, there are

(
n
2

)
= O(n2) contributions from the repulsive part,

and only n contributions from the confining part. Thus we are led to rescale the potential function
as V (x) 7→ nV (x). Otherwise, without this rescaling, the eigenvalues xi would tend as n → +∞ to
spread on the real line due to the repulsive effect and the confining potential would not be strong
enough to prevent the eigenvalues to escape to ±∞.

This argument prompts us to consider the following probability measures on Hn:

1

ẐnVn
exp (−n tr (V (M)))

n∏
i=1

dMii

∏
1≤i<j≤n

dReMijdImMij . (7.4.3)

(Compare this with (6.1.4).)

7.4.2 Equilibrium measure

It is convenient to introduce the (random) probability measure (“empirical spectral measure”)

µn :=
1

n

n∑
i=1

δxi (7.4.4)

where x1, . . . , xn are the eigenvalues of a random matrix distributed according to (7.4.3). The proba-
bility distribution of xi, and hence of µn, is (proportional to)

exp

 ∑
1≤i 6=j≤n

log |xi − xj | − n
n∑
i=1

V (xi)


= exp

[
−n2

(∫
R
V (x)µn(dx)−

∫
R2\∆

log |x− y|µn(dx)µn(dy)

)]
. (7.4.5)

where ∆ := {(x, y) ∈ R2 : x = y}. (Again, the fact that we can factorize n2 in front is due to the
rescaling of the potential.)

This prompts us to introduce the functional

I : M1 → R, (7.4.6)

on the set M1 of Borel (positive) probability measures on R, by

IV [µ] :=

∫
R
V (x)µ(dx)−

∫
R2\∆

log |x− y|µ(dx)µ(dy) (7.4.7)

Therefore, for each n the probability distribution, in terms of the empirical spectral measure µn,
is just (up to the normalization constant)

exp(−n2IV [µn]). (7.4.8)

It is clear therefore the the most likely configurations, in the large n limit, will tend to the to the
measure νV realizing the minimum of the functional IV .

That such a minimum exists is a fundamental result of Potential Theory (essentially due to con-
vexity of the functional IV ) which we state without proof1.

1See Chapter 6 in Deift’s book quoted at page 2, or Saff & Totik “Logarithmic Potentials with External Fields”,
Springer-Verlag, Berlin, 1997.
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Theorem 7.4.1. Suppose V is smooth and limx→±∞
V (x)
log |x| = +∞. There exists a unique minimizing

measure νV ∈M1 for which IV [µ] achieves the minimum at µ = νV only.
Suppose in addition that V is strictly convex, then νV is supported in a single interval.

Definition 7.4.2. The minimizing probability measure νV is called equilibrium measure. ��

Summarizing, we expect the distribution of eigenvalues µn (which is random, as the
matrix is random) to “converge” to the deterministic distribution νV . This is an instance
of concentration of measures.

When V (x) = x2/2, the equilibrium measure is the semicircle distribution. The concentration of
measures explains the fact that if we plot the eigenvalues of a random GUE matrix we always obtain
a shape resembling a semicircle (again, in other words, this is true for every realization, not just for
an average of many realizations of the random matrix).

7.4.3 g-function and heuristic large degree asymptotics for OPRL with varying
weights

We now take Pn+j(z;n) to be the (n+ j)-th monic orthogonal polynomial with respect to the measure
e−nV (x)dx (note the dependence on n both in the order of the polynomial and on the measure, so that
we refer to them by saying that they are OPRL with varying weigth).

These (for j = 0,−1 only) are the polynomials which we are interested in to describe the large
n limit of the eigenvalue distribution of the random matrix model (7.4.3), because of the expression
of all the relevant statistical quantities in terms of the Christoffel–Darboux kernel and because of the
Christoffel–Darboux identity.

By the previous section, we expect the distribution of eigenvalues to converge to to the deter-
mininstic probability measure νV . Therefore we have the following heuristic approximations for large
n, where the symbol ≈ is used in a loose sense of approximation,

logPn(z) = logE[det(z −M)] ≈ n
∫
R

log(z − x)νV (dx) =: ng(z) (7.4.9)

where the first equality is again Heine formula (cf. part 3 in Exercise 3.2.8). The final relation is the
definition of the so-called g-function

g(z) :=

∫
R

log(z − x)νV (dx) (7.4.10)

which plays a fundamental role in the asymptotic analysis of OPRL. It is an analytic function of z in
C \ supp νV , once we stipulate to take the principal branch of the logarithm in (7.4.10). Among its
properties, it is important to note that

g′(z) =

∫
R

νV (dx)

z − x
(7.4.11)

is a Cauchy-type integral, hence the equilibrium measure can be obtained from g via

νV (dx) = ψ(x)dx, g′+(x)− g′−(x) =

{
2πiψ(x) x ∈ supp νV ,

0, elsewhere.
(7.4.12)

An analysis of the RH problem for OPRL allows us to prove rigorously (7.4.9).

Example 7.4.3. Specializing the general definition (7.4.10), the g-function in the GUE case is given,
for z ∈ C \ [−2, 2], as

g(z) :=

∫ 2

−2
log(z − x)

√
4− x2

2π
dx. (7.4.13)

To compute this integral it is convenient2 to first compute

g′(z) =

∫ 2

−2

1

z − x

√
4− x2

2π
dx =

2

π

∫ π

0

(sinφ)2

z + 2 cosφ
dφ =

1

π

∫ π

−π

(sinφ)2

z + 2 cosφ
dφ (7.4.14)

2The approach that consists in first computing g′(z) and then integrating is useful to deal with g-functions in general.
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where in the first step we use the substitution x = −2 cosφ and in the second one elementary periodicity
properties of sin and cos. Setting w = eiφ we obtain

g′(z) =
1

4πi

∮
|w|=1

(w2 − 1)2

2w(w2 + 2wz − 1)
dw. (7.4.15)

and a residue computation (Exercise) provides

g′(z) =
z −
√
z2 − 4

2
, (7.4.16)

where the branch of the square root is determined by Im
√
z2 − 4 > 0 in the upper half-plane and

Im
√
z2 − 4 < 0 in the lower half-plane (so that

√
z2 − 4 is analytic in C \ [−2, 2] and ∼ z as z →∞).

(See Exercise 7.4.4 for another derivation of the same expression for g′(z).) Integrating this relation
we obtain

g(z) =
1

4

(
z
(
z −

√
z2 − 4

)
+ 4 log

(√
z2 − 4 + z

))
+ c (7.4.17)

where the integration constant c is fixed by the fact that, as z →∞ we have

log(z − x) = log(z)− x

z
+O(z−2)⇒ g(z) = log(z)

∫ 2

−2

√
4− x2

2π
dx− 1

z

∫ 2

−2
x

√
4− x2

2π
dx+O(z−2)

= log(z) +O(z−2). (7.4.18)

and so c = −1
2−log 2. Finally, taking the logarithm in the asymptotics for (scaled) Hermite polynomials

in the exterior region |z| > 2, given in (6.2.12), we obtain that

log P̃n(z;n) = ng(z) +O(1), (7.4.19)

in agreement with the general heuristic relation (7.4.9). As a matter of fact, the asymptotic relation
(6.2.12) is true for all z ∈ C \ [−2, 2], not just for real values of z satisfying |z| > 2; this could be
proved by the same standard steepest descent method used in the previous chapter. ��

Exercise 7.4.4. The Catalan numbers are defined for any integer n ≥ 0 as

Cn :=
1

n+ 1

(
2n

n

)
. (7.4.20)

The sequence Cn looks like

1, 1, 2, 5, 14, 42, 132, 429, 1430, . . . (7.4.21)

The numbers Cn have several important applications in combinatorics.

1. Prove that ∫ 2

−2
x2k

√
4− x2

2π
dx = Ck. (7.4.22)

Note that
∫ 2
−2 x

2k+1
√

4−x2
2π dx = 0 by parity symmetry. (Hint: change of variables x = −2 cosφ.)

Deduce that if M is a random GUE matrix, i.e. the probability distribution of its entries is
(6.1.4), we have

1

n
E[tr (M2k)]→ Ck, n→ +∞. (7.4.23)

(Hint: use (3.3.27).) It is worth to mention that the convergence of the “moments” 1
nE[tr (M2k)]

to the Catalan numbers is essentially equivalent to the converge of 1
nρ1(x) to the semicircle law.

Moreover, the convergence (7.4.23) could be proven directly from a combinatorial arguent using
the independence of the entries of M and existence of the first moments; this explains why the
semicircle law is characteristic of all Wigner matrix models, cf. Theorem 6.3.4.
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2. Directly from the definition (7.4.20) show that

Cn = 2(−4)n
(

1/2

n+ 1

)
(7.4.24)

and deduce, for all y ∈ C satisfying |y| < 1/4, the formula

∑
n≥0

Cny
n =

1−
√

1− 4y

2y
. (7.4.25)

(Hint: recall that the general binomial coefficient is defined as
(
α
k

)
:= α(α−1)···(α−k+1)

k! and we
have the binomial theorem (rather, a Taylor expansion) (1+y)α =

∑
k≥0

(
α
k

)
yk, valid analytically

for |x| < 1.)

3. Prove that, for |z| > 2. ∫ 2

−2

√
4− x2

2π

dx

z − x
=
z −
√
z2 − 4

2
, (7.4.26)

with the branch of the square roots chosen as explained after equation (7.4.16). By an analytic
continuation argument prove that the formula is true for all z ∈ C \ [−2, 2]. (Hint: develop
1
/(z − x) as z →∞ with a geometric series and use the previous points.)

��

7.4.4 Formal statements

Under the suitable assumptions for V (also depending on the approach that one uses) we have the
following results.

Theorem 7.4.5. Assume V is strictly convex, so that the equilibrium measure νV (dx) = ψ(x)dx
exists and it is supported on a single (bounded) interval [a, b]. Set

ζ :=
z − a
z − b

. (7.4.27)

As n→ +∞ and z ∈ C \ [a, b] we have

Pn(z;n) =
1

2

(
ζ1/4 + ζ−1/4 +O(n−1)

)
exp

(
n

∫ b

a
log(z − x)ψ(x)dx

)
. (7.4.28)

As n→ +∞ and a < z < b we have

Pn(z;n) =

[
|ζ|1/4 cos

(
nπ

∫ b

z
ψ(x)dx− π

4

)
+|ζ|−1/4 cos

(
nπ

∫ b

z
ψ(x)dx+

π

4

)
+O(n−1)

]
exp

(
n

∫ b

a
log |z − x|ψ(x)dx

)
.

(7.4.29)

As in the GUE case, we also have estimates when z approaches the endpoints of the equilibrium
measure, which (in the generic case) involve the Airy function as well.

At the level of random matrix models, for the unitary-invariant ensemble (7.4.3) we have.
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Theorem 7.4.6. 1. We have

1

n
ρ1(x)→ ψ(x), n→ +∞ (7.4.30)

where ψ(x)dx = νV (dx) is the equilibrium measure.

2. For all x0 in the interior of the support of νV we have

1

nψ(x0)
Kn

(
x0 +

ξ

nψ(x0)
, x0 +

η

nψ(x0)

)
→ Ksine(ξ, η) “Universality in the bulk”

(7.4.31)

3. Let b be a right-endpoint of the support of νV which is generic in the sense that for some
c > 0 we have

ψ(x) ∼ c

π

√
b− x, as x↗ b. (7.4.32)

Then we have

1

(cn)2/3
Kn

(
b+

ξ

(cn)2/3
, b+

η

(cn)2/3

)
→ KAiry(ξ, η) “Universality at the edge”

(7.4.33)
where Ksine and KAiry are the Sine and Airy kernels encountered above;

Ksine(ξ, η) :=
sin(π(ξ − η))

π(ξ − η)
, KAiry(ξ, η) :=

Ai(ξ)Ai′(η)−Ai′(ξ)Ai(η)

ξ − η
. (7.4.34)

The limits in (7.4.31) and (7.4.33) are for n → +∞, uniformly for ξ, η in compact sets of
the real line.

This has to be compared with Theorems 6.3.1, 6.3.5, and 6.3.6 for the GUE case.

7.4.5 Sketch of the proofs via the Riemann–Hilbert method

The starting point is the following RH problem, for an integer n ≥ 1.

RH1 Yn(z) is analytic in C \ R

RH2 Yn,±(z) exist for all z ∈ R and are related as

Yn,+(z) = Yn,−(z)

(
1 exp(−nV (z))
0 1

)
. (7.4.35)

RH3 We have Yn(z)z−nσ3 → I as z →∞.

We know from Theorem 7.3.3 that Pn(z;n) = (Y (z))11 and from Exercise 7.3.8 that Kn(x, y) =
e−

1
2 (V (x)+V (y))

2πi(x−y) (Yn(x)−1Yn(y))21. So it is enough for both theorems to establish large n asymptotics for

the RH solution Yn(z).

The idea (the so called “nonlinear steepest descent” scheme developed by Deift and Zhou in the
1990s, with earlier contributions by A. Its in the 1980s) is to reduce, by explicit transformations
of Yn(z), the RH conditions into RH conditions of a small-norm RH problem in the sense of the
small-norm Theorem (Theorem 7.2.7), where n plays the role of the parameter t. Then, the small-
norm Theorem allows to control the non-explicit part of Yn(z), which will tend to 12 as n → +∞,
providing the error terms in the above theorems, and the explicit transformations will give the leading
contributions in the asymptotics.

Let us just mention the main steps:
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1. The first obvious difficulty is that in the RH problem for Yn the normalization condition RH3
is not of the form Yn(z)→ 1. Note that a simple transformation Yn(z) 7→ Ỹn(z) := Yn(z)z−nσ3

does not solve the problem but rather transfers it from z = ∞ to a singularity at z = 0. The
heuristic approximation (7.4.9) and the g-function help us here: since g(z) ∼ log z as z → ∞,
the correct transformation is

Yn(z) 7→ Sn(z) := Yn(z)e−ng(z)σ3 . (7.4.36)

2. By a careful analysis of the jumps of Sn(z) (note that boh Y, g have jumps across the real axis)
and exploiting the analytic properties of g (stemming from its origin in a minimization problem),
one deforms the contour (“opening of the lenses”) in such a way that the jumps are small as
n → +∞ (in the appropriate norms as the small-norm theorem prescripts) everywhere except
at the support of the equilibrium measure and in small disks near the endpoints.

3. Neglecting the small jumps, we can explicitly solve the RH problems, obtaining the so-called
parametrices: this will involve the conformal transformation ( z−az−b )±1/4 explaining its appearance
in the final asymptotics for the OPRL, and Airy functions in the small disks near the endpoints
of the equilibrium measure.

4. Finally, one proves that the final RH problem is small-norm, and tracking back all the trans-
formations to Yn(z) obtains large n asymptotics for it. By algebraic manipulations one obtains
large n asymptotics for the OPRL and the CD kernel.

We content ourselves with this informal description, and refer the reader to the literature for more
details (e.g., with reference to the bibliography at page 2, good and very complete sources are Deift’s
book and Its’ article).
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