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Abstract: With the recent development of artificial intelligence and deep neural networks,
alternatives to the Von Neumann architecture are in demand to run these algorithms efficiently
in terms of speed, power and component size. In this theoretical study, a neuromorphic,
optoelectronic nanopillar metal-cavity consisting of a resonant tunneling diode (RTD) and
a nanolaser diode (LD) is demonstrated as an excitable pulse generator. With the proper
configuration, the RTD behaves as an excitable system while the LD translates its electronic
output into optical pulses, which can be interpreted as bits of information. The optical pulses
are characterized in terms of their width, amplitude, response delay, distortion and jitter times.
Finally, two RTD-LD units are integrated via a photodetector and their feasibility to generate and
propagate optical pulses is demonstrated. Given its low energy consumption per pulse and high
spiking rate, this device has potential applications as building blocks in neuromorphic processors
and spiking neural networks.

© 2022 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

With the ever-increasing amount of data involved in problems addressed by industry and academia,
algorithms based on machine learning and neural networks are gaining more and more relevance,
with the subsequent demand for qualified professionals and pertinent hardware. Current computers
based on the Von Neumann architecture [1] are not meeting the expectations to execute such
complex algorithms efficiently in terms of time and energy consumption. The causes behind this
lack of efficiency are multiple and include the discrete nature of the variables treated by processors
on the fundamental level (i.e., digital coding), dissipation in electrical interconnections, inability
by processors to treat data and algorithms differently, data transfer between physically distant
units and component size limitations set by quantum effects.

Consequently, a new computational architecture is required, where the fundamental blocks in
the processors – the neurons of the brain, so to speak – are able to process variables in a more
continuous manner than binary coding. The idea is to have each block emulate the role of a single
node (e.g., a neuron) in a multilayer deep neural network, in contrast to conventional processors,
where multiple transistors are required to reproduce a single node. In this regard, blocks that
emulate the behavior of actual, biological neurons, able to process and transmit information in
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the form of spikes at arbitrary times, are becoming a promising alternative. Spiking signaling
has the advantage of being robust in the presence of noise, just like binary signaling, but it also
involves lower energy consumption, as energy is spent only at the very specific and short moment
of time when a spike is triggered. Examples of neuromorphic processors developed so far include
the IBM True-North [2], the Intel Loihi 2 [3], the BRAIN Initiative [4] and the Innatera chip [5].

The architectures mentioned above are electrical implementations. They operate at frequencies
in the order of the kHz and energy consumption in the order of pJ per spike. This performance
can be further improved by propagating information as optical pulses rather than electrical ones,
as electrical interconnection dissipation is avoided and electromagnetic interference is reduced
[6]. So far, photonic spiking neurons have been implemented using graphene excitable lasers
[7], time-delayed optoelectronic resonators [8], phase change materials [9] and vertical-cavity
surface-emitting lasers (VCSELs) [10–12]. These neurons have nevertheless relatively large
micrometric size footprints. New approaches have been proposed in order to miniaturize light-
emitting devices using photonic crystal cavities [13–15], metallic cavities [16] and plasmonic
cavities [17].

The necessity to overcome the diffraction limitation of light and the challenges of achieving
lasing in nanocavities are addressed in a study by Romeira et al. [18]. Here, a nanoscale,
optoelectronic artificial spiking neuron is proposed and its performance analyzed. It consists
of a double barrier quantum well resonant tunneling diode (DBQW-RTD, or RTD for short)
monolithically integrated with a sub-λ, metal cavity, double hetero-structure nanoLED. The RTD
is an electrical device with a non-ohmic current-voltage characteristic that exhibits a region of
negative differential conductance (NDC) embedded between two regions of positive differential
conductance (PDC). When biased in the proximity to the NDC region and perturbed with square
voltage pulses, the RTD responds with an electrical spike, as long as said pulse has a sufficiently
high amplitude, over a certain threshold. Responses to sub-threshold pulses on the other hand are
negligible. Thus, the RTD behaves as an excitable system, much like biological neurons [19].
The electrical current spikes drive the nanoLED, modulating the light intensity output in the
form of optical spikes. This artificial, hybrid neuron is demonstrated as a promising candidate to
integrate a prospective neuromorphic processor, given its low activation voltage (under 10 mV),
fast spiking rate (> 1 GHz) and reduced size (∼0.01 µm2).

The key difference between the nanolaser optoelectronic neuron and all-optical neurons is that
the neuron signal in an all-optical neuron typically represents changes in the material nonlinear
properties which are generally weak and power inefficient leading to challenges of all-optical
neurons to drive other neurons without substantial optical amplification. In our case, the output of
the neuron can be appreciably stronger than the input (taking advantage of the NDC amplification
factor), which is not generally the case for all-optical neurons. An alternative to this is to use
active laser sources with stronger material nonlinearities [20–22].

In this work we present a nanophotonic spiking neuron where a low Q-cavity, nanolaser
diode (nanoLD, or LD for short) is chosen as the optical component. NanoLEDs have limited
power output (< 1 µW) and speed (∼1 GHz), since it is challenging to achieve spontaneous
emission enhancement (Purcell effect) in practical nanoLEDs operating at room-temperature
[23]. Nanolasers may enable direct modulation rates larger than 40 Gb/s at power levels adequate
for short-distance and low-energy optical interconnects [23]. A description on the dynamics
of the electrical and optical components is presented separately. Then, the integrated node
is demonstrated as an excitable optical pulse generator, for which different configurations are
found, including long and short-lived light pulses and regimes where the nanoLD is permanently
emitting and bits of information are sent by momentarily increasing, decreasing or deactivating
the emission. These pulses are quantitatively characterized by applying eye diagram techniques
[24,25]. Special attention is paid to the fluctuating character of the responses, considering the
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stochastic nature of the model. Finally, pulse propagation between two optoelectronic nodes
connected via a photodetector is demonstrated.

The paper is structured as follows. In section 2, the theoretical model that accounts for
the dynamics of the optoelectronic neuron is presented, including equations, variables and
parameters. In section 3, the electrical part of the neuron, namely, an RTD connected to an
external source of voltage, is briefly discussed and the configuration to behave as an excitable
electrical spike generator is demonstrated. In section 4, the optical part –a nanoLD connected to
an external current–, is studied. A current threshold is identified, only beyond which the nanoLD
emits light. In section 5, The integrated RTD-LD node subjected to square voltage pulses is
considered, configurations suitable for optical pulse emission are identified and the optical pulses
are quantitatively characterized. In section 6, pulse propagation along two integrated RTD-LD
nodes is demonstrated. The conclusion are discussed in section 7.

2. Theoretical model

The proposed optoelectronic artificial neuron is made of a nanoscopic resonant tunneling diode
(nanoRTD or RTD) monolithically integrated with a low-Q cavity nanolaser diode (nanoLD or
LD) in a nanopillar metal-cavity, as shown in Fig. 1(a). A simplified scheme of the device is
depicted in Fig. 1(b). The case of an RTD using InP lattice matched materials is assumed [26].
On the other hand, the nanolaser is assumed as a semiconductor pillar (e.g. InP/InGaAs/InP)
surrounded by an isolating dielectric material and then encapsulated with metal [23]. These
materials are lattice-matched with the materials assumed for the RTD device case. Therefore, a
monolithic integrated nanolaser RTD can be envisioned. We note however, the model presented
here is quite general and could be applied to other laser cavities, such as photonic crystal or
plasmonic cavities and other quantum dot/well/bulk gain materials.

Fig. 1. a) Nanopillar metal-cavity integrating the optoelectronic RTD-LD spiking neuron.
b) Schematics of the equivalent circuit. c) Nonlinear current-voltage characteristic of the
nanoRTD (solid blue curve), load line when the circuit is biased at a constant input voltage
Vm(t) = V0 = 500 mV (dashed orange line), PDC regions (yellow areas) and NDC region
(green area).

The dynamics of the optoelectronic RTD-LD circuit is modeled by a system of four differential
equations and four variables,

C
dV
dt
= I − f (V), (1)

L
dI
dt
= Vm(t) − V − RI. (2)
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dt
=
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Equations (1), (2) account for the electrical part of the circuit (i.e., nanoRTD) while Eqs. (3),
(4) account for the optical part (i.e., nanoLD). Equations (1), (2) are derived from the laws of
Kirchhoff. Here, V(t) is the voltage along the nanoRTD and I(t) is the circuit’s total current. R
and L are the intrinsic resistance and inductance of the circuit while C is the capacitance of the
nanoRTD. Given the dimensions of the system under study, realistic choices for these parameters
are R = 10Ω, L = 126 nH and C = 2 fF. Vm(t) is an external input voltage used to drive the
nanoRTD. The function f (V) accounts for the nonlinear current-voltage (I-V) characteristic of
the nanoRTD. The double barrier quantum well (DBQW) nanostructure inside the nanoRTD
allows for quantum resonance between the Fermi energy of incident electrons and the barrier
confinement energy levels. As a result, the probability for an incident electron to cross the
barrier and thus the mean current across the RTD are locally maximized for certain voltages.
Consequently, the I-V characteristic exhibits one or more finite regions of negative differential
conductance [27,28]. In this study we assume the case of a DBQW with AlAs barriers and an
InGaAs quantum well. An analytical expression I = f (V) is used to fit the static I-V characteristic
[29],

f (V) = a ln

(︄
1 + e

qe
kBT (b−c+n1V)

1 + e
qe

kBT (b−c−n1V)

)︄
×
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d

)︃)︃
+ h

(︂
e

qe
kBT n2V

− 1
)︂

. (5)

Here, T is the temperature, qe is the electron charge and kB is the Boltzmann’s constant. The
parameters a, b, c, d, n1, n2, h depend on the geometry of the barrier and the confinement
energy levels. The device studied here operates at room temperature (300◦C) and the following
parameter values are found after fitting experimental data: a = −5.5 × 10−5 A, b = 0.033 V,
c = 0.113 V, d = −2.8× 10−6 V, n1 = 0.185, n2 = 0.045, h = 18× 10−5 A. Figure 1(c) illustrates
the nonlinear current-voltage characteristic resulting from Eq. (5) with the parameter values
mentioned above. It exhibits a single region of negative differential conductance embedded in
between two regions of positive differential conductance, labeled as NDC, PDC I and PDC II,
respectively. The curve peak is located at V = 609.6 mV. At the right of the peak, the current
abruptly drops from 340 µA to 80 µA in a span of less than 1 mV. Further rightwards, f (V)
continues to decrease although with a much more moderate rate, until it reaches a local minimum
at V = 720.7 mV. Beyond this valley, f (V) increases again at a fairly exponential rate.

Equations (3), (4) are derived from the standard rate model that describes the dynamics for
the photon number and carrier population in a laser diode [23,30–33]. N is the carrier number
and E is a complex field such that the photon number is given by S = |E |2. This model has
been simplified by taking a linear gain G = γm(N − N0) and multiplicative noise (defined via
uncorrelated white noise functions ξx(t) and ξy(t)) that produce fluctuations in the semiconductor
bandgap. α = 2 is a factor that accounts for the polarization of the complex field E; its choice is
rather arbitrary. N0 = 5 × 105 is the transparency carrier number. τp = 5 × 10−13 s is the photon
lifetime. These values typically correspond to the the case of low-Q metal cavity nanolasers.
γm = 107 s−1 and γl = 109 s−1 are respectively the spontaneous emission rate into the lasing
mode, and the radiative decay into the leaky modes. These coefficients have been chosen to
ensure a spontaneous emission factor of β = γm/(γm + γl) = 0.0099, proper of nanoscale lasers.
γnr = 2 × 109 s−1 is the non-radiative spontaneous emission coefficient, which also can have a
strong role in the performance around threshold operation. qe is the electron charge. J is an input
bias current used to drive the nanoLD.

In regard to the time scales of the current-voltage and carrier density-photon density system,
the current-voltage time scale is given by the RC value. When the LD is lasing, the E and N time
scales are much faster than the RC time scale and therefore the laser typically follows the current
modulation. However, there may be instances where the laser output is faster than the current
modulation, as shown in section 5. This occurs because the modulation is switching the gain of
the laser which has a faster dynamics than the modulated current pulse.
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3. Nanoscale resonant tunneling diode spike pulse generator

3.1. Self-oscillations and slow-fast dynamics

In this section, Eqs. (1), (2) with Vm(t) = V0 are considered. This corresponds to the nanoRTD
biased with a constant input voltage. It is well known from the literature that micro and nanoscale
RTDs exhibit self-oscillations (i.e., limit cycle) in both current and voltage when biased in the
NDC region and respond with a constant, DC output (i.e., fixed point of equilibrium) when biased
in either PDC region [28,34–37]. Numerical simulations show that, the specific range of input
bias voltage for which the RTD presented here exhibits self-oscillations lies in between V0 = 613
mV and V0 = 722.9 mV (see Fig. 2). These values are very close to the peak and valley of the I-V
characteristic (see section 2). Far from the bifurcation points, the amplitude and period of the self
oscillations have little dependence on V0 (about 290 mV and 330 ps, respectively). This is the
consequence of a phenomenon known as slow-fast dynamics [36,37]. Given the small coefficient
C/L, the change rate of V in Eq. (1) is negligible and the orbit (V(t), I(t)) remains close to the I-V
characteristic in the PDC regions, until it reaches either the peak or the valley, where it quickly
jumps towards the other PDC region. Consequently, the voltage exhibits two slow stages and two
fast stages in each period [36]. The quick jumps are perpendicular to the I-direction on the phase
plane, and thus the current does not exhibit fast stages. Also, the peak and valley currents of the
self-oscillations are very similar to those of the I-V characteristic. Since only the current I(t) is
used to pump the LD in Eqs. (3), (4), the optical variables (E, N), do not exhibit fast stages either.

Fig. 2. Equilibrium solutions of Eqs. (1), (2) in terms of V0, including stable fixed point
(solid blue line), unstable fixed point (dashed blue line) and stable limit cycle (solid red lines
and gradient colored surface).

From the nonlinear dynamics point of view, the fixed output corresponds to a fixed point
branch given by the intersection of the nullclines; the RTD I-V characteristic, I − f (V) = 0 and
the circuit’s load line, V0 − V − RI = 0. On the other hand, the self-oscillations correspond to a
limit cycle branch that emerges from the fixed point at two Andronov-Hopf (AH) bifurcations.
These bifurcations occur at values of V0 close to the peak and valley of the I-V curve. The fixed
point branch is unstable in between the AH bifurcations and stable elsewhere. As a consequence
of the slow-fast dynamics, the limit cycle is a canard solution and its size increases explosively
from the AH bifurcations [36,37].

3.2. Excitability

A physical system is referred to as excitable if it responds to an external perturbation with a
large amplitude trajectory before returning to its natural state of equilibrium, provided that such
perturbation is over a certain intensity threshold, regardless of its intensity or nature. On the
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other hand, responses to sub-threshold perturbations are negligible. Because if this, it is said
that excitable systems exhibit all-or-none responses [19]. The duration of the response to a
supra-threshold perturbation is referred to as refractory time or lethargic time. During this time,
the excitable system is unable to respond to a second perturbation, regardless of its intensity. The
notion of excitability was first coined in the field of neuroscience but it is pertinent in other fields
as diverse as neuron-like semiconductors [38], signal generation [39–41] and image processing
[42].

The RTD circuit described by Eqs. (1), (2) is, indeed, excitable. When the circuit is biased at
V0 = 750 mV (i.e., in the second PDC region but close to the NDC region), it remains steady
at about I = 74 µA. In the context of numerical simulations, the system can be perturbed by
displacing the current from its stable equilibrium, i.e., by giving an arbitrary initial condition. In
Fig. 3, simulations of Eqs. (1), (2) are run with different initial conditions along the circuit’s load
line, with initial currents ranging from 70 µA down to 50 µA. If the initial current is over 60
µA (i.e., close to the steady current), the current quickly returns to its steady value after some
relaxation oscillations. However, if the initial current is under 60 µA (i.e., beyond the threshold),
the circuit responds with a large current spike, before returning to its rest value, preceded by
relaxation oscillations as well. This current spike is reminiscent to a single self-oscillation. The
system also exhibits excitable current spikes when the circuit is biased in the first PDC region,
close to the NDC region. In an actual experiment, the circuit can be perturbed by injecting a
brief voltage or current pulse, shorter than the refractory time.

Fig. 3. Simulations of Eqs. (1), (2) with the RTD biased at V0 = 750 mV. Initial conditions
lay on the load line, with initial currents ranging from 50 to 70 µA. a) Current profiles over
time. The inset zooms over the responses to sub-threshold initial currents. b) Current-voltage
trajectories on the phase plane. Responses to supra-threshold (sub-threshold) initial currents
are plotted in red (green).

4. Nanolaser diode

In this section, the response of the nanoLD driven by a DC current source is studied. Semiconductor
lasers are responsive in proportion to an input current provided that such current is over a certain
threshold. The standard rate equations reproduce this response as a transcritical bifurcation
[43]. When no external modulation and no noise are considered in Eqs. (3), (4) (i.e., I = 0,
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ξx(t) = ξy(t) = 0), the stable steady state is a piecewise function of the input bias current,

S = max
(︃
0, τp

(︃
J
qe

− (γl + γm + γnr)

(︃
N0 +

1
γmτp

)︃)︃)︃
, (6)

N = min
(︃

J
(γl + γm + γnr)qe

, N0 +
1
γmτp

)︃
, (7)

Therefore, the threshold current is found to be,

Jtr = qe (γl + γm + γnr)

(︃
N0 +

1
γmτp

)︃
= 337.54 µA. (8)

The noise, however, has the universal property of turning bifurcations into smooth transitions
[44]. This effect can be appreciated by computing the mean value of S and N from numerical
simulations of Eqs. (3), (4). The results are illustrated in Fig. 4. For J under the threshold Jtr, ⟨S⟩
is negligible, while ⟨N⟩ is linearly proportional to J. As J crosses the threshold, ⟨S⟩ steadily
begins to increase at a linear rate while ⟨N⟩ saturates. The standard deviations are shown as
error bars in Fig. 4. S has a small deviation (less than 10) for J<Jtr but as the threshold current
is crossed, the deviation increases and saturates at about 800. On the other hand, the standard
deviation of N remains small in relation to its average (order 1%).

Fig. 4. Mean values of the photon number (a) and carrier number (b) estimated from
numerical simulations of stochastic Eqs. (3,4) with I = 0 (cyan dots with error bars accounting
for standard deviation) and stable steady states of deterministic Eqs. (10,11) (blue lines)
versus input bias current. The insets show the relative difference between stochastic and
deterministic estimations.

Here, we propose a deterministic model that describes the expected value of the photon and
carrier numbers as well as the smooth transition discussed above. To this end, a stochastic
equation accounting for the photon number S = EĒ is derived by using Eq. (3), its conjugate and
the differentiation rules from stochastic calculus [45],

dS
dt
=

(︃
γm(N − N0) −

1
τp

)︃
S + γmN +

√︁
γmNSξ(t), (9)

where ξ(t) is a time-uncorrelated white noise function. The term γmN arises from the fact that
the noise functions in Eq. (3) represent random fluctuations with zero mean value and nonzero
variance [45]. By considering Eqs. (4), (9) without any fluctuations nor external modulation, we
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reach out to an enhanced deterministic model,

dS
dt
=

(︃
γm(N − N0) −

1
τp

)︃
S + γmN, (10)

dN
dt
=

J
qe

− (γl + γm + γnr)N − γm(N − N0)S. (11)

The stable steady state solution of Eqs. (10), (11) is found to be,

N =
B −

√
B2 − 4AC
2A

, (12)

S = τp
(︃

J
qe

− (γl + γnr)N
)︃

, (13)

where A, B, C are given by,
A = τpγm(γl + γnr), (14)

B = τpγm

(︃
J
qe
+ (γl + γnr)N0

)︃
+ (γl + γm + γnr) (15)

C = (1 + τpγmN0)
J
qe

. (16)

The expressions given by Eqs. (12), (13) are plotted in Fig. 4 as functions of J. The curves
are similar to those given by Eqs. (6), (7), although the transition along the threshold current
Jtr is smooth. More importantly, Eqs. (12), (13) provide reasonable analytical estimations for
the mean values ⟨S⟩ and ⟨N⟩ discussed above, with a relative error under 1% for the former and
under 0.12% for the latter (see insets).

The eigenvalues associated with the stable steady state are plotted as functions of J in Fig. 5.
For J under 300 µA, one of the eigenvalues remains practically constant at about −3 ns−1 while
the other one is also negative with a magnitude in the order of 103 ns−1, which decreases linearly
with J. At J = 359 µA, the eigenvalues become conjugate complex numbers. The real part
remains negative with a magnitude in the order of 101 ns−1 while the imaginary part increases as
a square root. Thus, a second threshold current is set where the steady state transitions from
stable node to stable focus. This transition is also present when no noise is considered in the
standard rate Eqs. (3), (4). However, the presence of noise has a quantitative effect on it.

Fig. 5. Real (solid lines) and imaginary (dashed lines) parts of the eigenvalues of the stable
steady state of Eqs. (10), (11) versus the input bias current J. The inset zooms over the
node-focus transition.
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5. Nanolaser driven by RTD-generated current pulses

In this section, the nanoLD is pumped with excitable current pulses generated by the nanoRTD
biased in the proximity to the NDC region and driven with square voltage pulses. Two cases will
be considered separately: a nanoRTD biased in the first PDC region modulated with positive
pulses, and a nanoRTD biased in the second PDC region modulated with negative pulses.

5.1. RTD biased in the first PDC region

The positive square voltage pulse train Vm(t) driving the RTD has a 600 mV bias, 100 mV
amplitude, 2 ns period and 2.5% duty cycle (i.e., 50 ps pulse length). Figure 6(a) zooms over
a single period of Vm(t) and shows the excitable current response from the RTD. After a short
latency lapse of about 20 ps, the steady state current (328 µA) decreases down to 45 µA and then
returns to the steady state after a time roughly estimated in 0.5 ns.

Fig. 6. a) Voltage pulse driving the nanoRTD (blue dashed line) and its excitable response
in current (green solid line). b-d) NanoLD optical output for different input bias DC currents,
including individual realizations of the stochastic system (white lines), their ensemble
average (red solid line), pulse distortion (vertical error bars), time jitter (horizontal error
bars) and simulations of the deterministic system (yellow dashed line). All curves have been
moving-averaged over a 50 ps window. b) J = 0 µA, c) J = 200 µA, d) J = 500 µA.

To study the response of the LD to the RTD excitable current pulses, 100 realizations of the
system of Eqs. (1–4) are run over 5 modulation periods, thus generating a total of 500 responses.
Then, these responses are ensemble-averaged. The results are summarized in Fig. 6. The RTD
steady state current is higher than the threshold current (Jtr = 337.54 µA) that turns the LD on,
but only slightly so (panel b). Therefore, its response is too weak (S = 21) and, although the
current pulse drives the LD output down to zero, it makes no practical difference. Moreover, the
LD takes a much longer time to return to its steady state than the pulse duration. This occurs
because when the input current is close to or under Jtr, one of the eigenvalues is too small (see
Fig. 5), so the relaxation time is too long. When an additional bias current of 200 µA is injected
into the LD (panel c), the latter responds with a higher output (S ≈ 550) except during the pulse,
which lowers the current down to 245 µA (sub-threshold) and turns the LD off. After the pulse,
the LD returns to its steady state, preceded by relaxation oscillations, since the LD steady state
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has complex eigenvalues, as discussed in section 4. The relaxation oscillations are quite damped
and do not affect the transmission of information. The LD turning off in response to the current
spike can be interpreted as a single bit of information being transmitted. In that regard, the
relaxation oscillations that follow are relatively small relative to the emission rest value and do
not turn the LD off again. Finally, When a higher bias current of 500 µA is injected (panel d),
the LD is permanently emitting, but the pulse momentarily lowers the LD emission intensity,
successfully generating a negative light pulse. The relaxation oscillations are still present, but
they are small relative to the pulse size.

While the system of Eqs. (1–4) is stochastic in nature, it can be turned into a deterministic
system by replacing Eqs. (3), (4) with Eqs. (10), (11). This system provides a description of the
expected values of the variables V , I, S, N in real time. In Fig. 6, the deterministic estimation
of ⟨S⟩ is plotted together with the ensemble average of S from individual realizations of the
stochastic system, showing that both curves are in very good agreement regardless of J.

In order to provide a simple description of the nanoLD response (which consists of 500
response pulses), a number of quantities are defined, based on the eye diagram techniques to
characterize digital signals [24,25]. In addition to the ensemble average of photon number at
rest and at the pulse valley, the distortion is given by the standard deviation of the valley values.
These three quantities are plotted as functions of J in Fig. 7(a). The photon number rest value
seems to increase linearly with J; what is actually happening is that the rest value reproduces
the transcritical bifurcation from Fig. 4, displaced to the left in 328 µA, the steady state current
from the RTD. On the other hand, the pulse depth remains close to zero for J<200 µA, since S
cannot take negative values. As J increases, so does the valley value, at the same rate as the rest
value. Consequently, the pulse amplitude saturates at about 200 photons. In regards to the pulse
distortion, it increases with J from zero to a peak of 35 photons at J = 420 µA and then another
peak of similar height at J = 850 µA.

Fig. 7. a) NanoLD optical output rest value (dashed cyan line) and pulse valley value (solid
cyan line). Inset: distortion at the pulse valley. b) Optical pulse FWHM (solid red line),
response delay (dashed purple line), before pulse-jitter time (dotted brown line) and after
pulse-jitter time (dashed-dotted yellow line). Inset: zooming over the 0-100 ps range.

The pulse width is described in terms of its full-width at half minimum (FWHM), response
delay and jitter times [24,25]. The response delay is defined as the lapse between the onset of the
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input square voltage pulse and the onset of the LD response, which is in turn defined as the LD
pulse reaching 10% of its amplitude. The jitter times are defined as the standard deviations of the
time when the pulse reaches 50% of its amplitude before and after the valley (the jitter times are
also illustrated in Fig. 6 as horizontal error bars). These quantities are plotted as functions of J
in Fig. 7(b). For J<200 µA, the FWHM is quite long (above 200 ps, with a peak value of 800
ps) due to the slow relaxation time. After the peak, the FWHM decreases and above 400 µA, it
remains between 110 and 120 ps. Finally, the response delay and jitter times are in the order of
the tens of picoseconds, regardless of J.

Summarizing, the RTD-LD biased in the proximity to the I-V curve peak can emit negative
optical pulses with sufficiently high power and small distortion and jitter, provided that an
additional bias current above 200 µA is injected into the LD. Still this is not an energy-efficient
option, as the LD is always or almost always emitting light.

5.2. RTD biased in the second PDC region

The negative square voltage pulse train Vm(t) driving the RTD has a 750 mV bias, 100 mV depth,
2 ns period and 2.5% duty cycle (i.e., 50 ps pulse length). Figure 8(a) shows a single period
of Vm(t) together with the RTD excitable response pulse, which reaches a maximum current of
340 µA, with a length of roughly 250 ps. After this pulse, the current returns to its steady state
value (74 µA). Note that the excitable response exhibits a short delay time (about 30 ps) since the
excitable response is preceded by a slight latency period.

Fig. 8. a) Voltage pulse driving the nanoRTD (blue dashed line) and its excitable response
in current (green solid line). b-d) NanoLD optical output for different input bias DC currents,
including individual realizations of the stochastic system (white lines), their ensemble
average (red solid line), pulse distortion (vertical error bars), time jitter (horizontal error
bars) and simulations of the deterministic system (yellow dashed line). All curves have been
moving-averaged over a 50 ps window. b) J = 0 µA, c) J = 214 µA, d) J = 500 µA.

Figure 8 summarizes the responses of the nanoLD to the nanoRTD current output and different
input bias currents. In each case, 100 realizations of the stochastic system of Eqs. (1–4) are
run over 5 modulation periods, thus generating a total of 500 responses. Without an input bias
current, the nanoLD response is too weak (panel b). Moreover, the response pulse is not even
one photon number in height and, since the photon number actually is a discrete variable, the
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nanoLD simply fails to turn on. This occurs because the valley current of the nanoRTD I-V
curve is well below the nanoLD threshold current, Jtr. Although I(t) surpasses Jtr, it does so for
a short time and, since the nanoLD relaxation time is too long when J is close to o under Jtr, the
nanoLD is unable to respond properly to real-time changes in I(t). This phenomenon is known as
critical slowing down and has been observed in theoretical and experimental problems involving
a transcritical bifurcation [46–49]. As the bifurcation is swept over, the system remains in the
now unstable zero state, transitioning to the nonzero state when the control parameter is well
above the critical point, regardless of its change rate.

An optimal bias current to momentarily turn the nanoLD on and produce a short yet high
optical pulse is found to be J = 214 µA (panel c), with a relatively long response delay (about 150
ps) as the only drawback, consequence of the critical slowing down that is more notorious since
the nanoLD is driven way over the threshold. When the current is lowered, there is no critical
slowing down [46,47], and the nanoLD turns off faster than it turned on, thus its short duration
(roughly 0.5 ns). For a sufficiently high bias current (over 250 µA), the total current J + I(t)
is always above Jtr and thus the nanoLD is permanently emitting. However, the current pulse
from the nanoRTD momentarily increases its power, thus producing an upward optical pulse.
This pulse has a much shorter response delay since there is no crossing over the transcritical
bifurcation and hence no critical slowing down. More power is consumed in this configuration
nonetheless. Finally, Fig. 8 also includes simulations of the deterministic system for all bias
currents, showing again that it reproduces the dynamics of the expected optical output in real
time quite well.

In analogy to the quantitative characterization from section 5.1, the stochastic response from
the nanoLD can be described in terms of the optical output at rest and at the pulse peak. The
ensemble averages are shown in Fig. 9(a). As expected, the optical output at rest reproduces
the transcritical bifurcation from Fig. 4, displaced to the left in 74 µA, the steady state current
from the nanoRTD. As discussed above, for low J (under 200 µA), the nanoRTD fails to turn
the nanoLD on, so both the rest and peak values are almost zero. At about 200 µA, the pulse
amplitude suddenly increases and saturates roughly at 200 photons. The distortion also increases
abruptly and, as J further increases, it continues to grow at a less steep rate, reaching its maximum
of about 40 photons roughly at 570 µA.

The pulse width is described in terms of its full-width at half maximum (FWHM), response
delay and jitter times. Their plots as functions of J are shown in Fig. 9(b). The FWHM is
maximal at J = 0 (almost 300 ns) and minimal at J = 214 µA (52 ps), in a valley 200 µA wide.
In the range of this valley however, the delay time reaches its peak value of 160 ps. Both the
response delay peak and the FWHM valley are a consequence of the critical slowing down. As J
further increases, the response delay and FWHM saturate at 130 and 40 ps, respectively. For
J>200 µA, the jitter times before and after the optical pulse peak remain between 9 and 40 ps,
and are always much smaller than the FWHM, thus ensuring robustness in the response pulse.

Summarizing, the RTD-LD biased in the proximity to the I-V curve valley can be used to
produce a robust response in the form of positive optical pulses, provided that the LD is injected
with an additional bias current. There is a narrow range of current for which this pulse is relatively
short and light is momentarily emitted. For a higher current, the device is always emitting but
the pulse momentarily increases the emission intensity. The latter configuration produces longer
pulses and is less power-efficient, but has a shorter response delay.
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Fig. 9. a) NanoLD optical output rest value (dashed cyan line) and pulse peak value (solid
cyan line). Inset: distortion at the pulse valley. b) Optical pulse FWHM (solid red line),
response delay (dashed purple line), before pulse-jitter time (dotted brown line) and after
pulse-jitter time (dashed-dotted yellow line).

6. Interconnected master-slave optical neural link

The potential of RTD-LD devices as individual neurons able to generate and propagate pulses
at continuous times has been studied extensively [18,26,36,50]. However, integration of such
neurons into functional neuromorphic networks is at an early stage of research [51,52]. In this
section, two RTD-LD optoelectronic neurons are interconnected, with the second RTD also
acting as a photodetector (PD) and therefore, as the connection between the neurons. We assume
that this is possible because the RTD layer structure comprises light absorbing layers [18]. The
interconnected optical neural link is described by eight equations and variables,

C
dVn

dt
= In − f (Vn) − δn,2κ |E1 |

2, (17)

L
dIn

dt
= δn,1Vm(t) + δn,2V0 − Vn − RIn. (18)

dEn

dt
=

1 − iα
2

(︃
γm(Nn − N0) −

1
τp

)︃
En +

√︂
1
2γmNn

(︁
ξxn(t) + iξyn(t)

)︁
, (19)

dNn

dt
=

Jn + In

qe
− (γl + γm + γnr)Nn − γm(Nn − N0)|En |

2, (20)

where n ∈ {1, 2} and δn,i is the Kronecker symbol. n = 1 accounts for the first RTD-LD neuron,
labeled as "master" and driven by input square voltage pulses, Vm(t). Its output is injected into
the following PD-RTD-LD neuron (n = 2), labeled as "slave". V0 is the slave nanoRTD input
bias voltage. The parameters R, C, L,α, τp, N0, qe, γm, γl, γnr are identical to those of the single
RTD-LD covered in section 4. κ is the optical-electrical conversion factor (“responsivity” of the
RTD-PD, given by current per number of photons), which receives the optical output from the
master nanoLD and converts it into an electrical signal. This signal adds then to the static current
of the slave RTD-PD. Figure 10 depicts a simplified scheme of the master-slave neural link.
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Fig. 10. Schematics of the pulse propagation in the integrated two-neuron circuit.

The configuration of the master RTD-LD neuron is fixed as in section 5.2; the master nanoRTD
is biased at the second PDC region and modulated with negative square voltage pulses, and the
master nanoLD input bias current is fixed at J1 = 214 µA. Consequently, the master RTD-LD
emits short pulses of light as shown in Fig. 11(a) (see see also Fig. 8(c)). By tuning V0, κ and
J2 properly, the slave PD-RTD-LD can propagate these pulses. Two cases were considered;
V0 = 600 mV (i.e., slave RTD biased in the first PDC region) and V0 = 750 mV (i.e., slave RTD
biased in the second PDC region). In each case, J2 was tuned between 0 and 1000 µA.

Fig. 11. a) Optical output from the master RTD-LD biased at the second PDC region, driven
with negative square voltage pulses and tuned at J1 = 214 µA. b,c,d) responses from the slave
RTD-LD for different values of V0, κ and J2: b) V0 = 600 mV, κ = 0.11 µA, J2 = 200 µA.
c) V0 = 750 mV, κ = 0.05 µA, J2 = 214 µA. d) V0 = 750 mV, κ = 0.05 µA, J2 = 500 µA.

It is important to emphasize here that a supra-threshold positive light pulse is able to elicit
an excitable response from the slave RTD (and thus from the slave LD) regardless of its bias
(unlike the voltage pulse, which has to be negative if the RTD is biased close to the valley). This
is because the perturbations are different in nature. The voltage pulse is present in the second
RTD equation (i.e., Eq. (1) and Eq. (17)) and displaces the load line horizontally, while the
optical pulse appears in the first RTD equation (i.e., Eq. (2) and Eq. (18)) and displaces the I-V
characteristic vertically.

Since the pulse injected into the slave nanoRTD is stochastic in nature, so is its current output.
In that sense, the PD conversion coefficient κ needs to be chosen properly to generate a single
pulse to each pulse injected. If κ is too small, so are the pulses injected into the slave nanoRTD
and some (or all of them) fail to trigger the excitable response. On the other hand, if κ is too large,
the fluctuations in the current injected into the slave nanoRTD are also enlarged, and they may
trigger the excitable response at moments when no pulse is being injected. An optimal choice for
κ is found to be 0.11 µA when V0 = 600 mV and 0.05 µA when V0 = 750 mV.
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Responses of the slave PD-RTD-LD under different configurations are shown in Fig. 11. The
slave neuron responds with negative optical pulses when biased at the first PDC region (panel
Fig. 11(b)), and with positive optical pulses when biased at the second PDC region (panels
Fig. 11(c) and 11(d)), just like the single RTD-LD. Moreover, the slave PD-RTD-LD bias voltage
and bias current chosen in Fig. 11(b), 11(c), and 11(d) are the same as those of the single RTD-LD
chosen in Fig. 6(c), Fig. 8(c) and Fig. 8(d), respectively. In consequence, the responses are almost
identical in each case, given the all-or-none character of the RTD excitable response. The only
remarkable difference is the response delay, which is significantly increased in comparison with
the single RTD-LD. This happens because the pulse propagation along the two-neuron neural
link involves more steps and thus, there are more accumulated delays adding up. When the slave
RTD-LD optical response is characterized in terms of pulse amplitude, width, distortion and
jitter times, their curves as function of J2 are almost identical to those portrayed in Fig. 7 and
Fig. 9. The only exception is, as mentioned above, the increased response delay, as shown in
Fig. 12. The increment is in about 195 ps when the RTD (slave RTD in the case of the integrated
circuit) is biased in the first PDC region and about 135 ps when the RTD is biased in the second
PDC region. This difference is attributed to the difference in response delay between the RTD
responses for each bias. It can be seen in Fig. 11 that the RTD takes a longer time to initiate the
excitable response when it is biased in the first PDC region.

Fig. 12. Response delay of a single RTD-LD neuron versus J (purple lines) and that of an
integrated two-neuron circuit versus J2 (pink lines), with the (slave) RTD biased in the first
PDC region (solid lines) and the second PDC region (dashed lines).

7. Conclusions

In this paper, a nanopillar metal-cavity consisting of a resonant tunneling diode (RTD) integrated
with a nanolaser diode (LD), has been demonstrated as an excitable optical pulse generator. This
optoelectronic device emulates the behavior of biological neurons and therefore has a potential
application as individual blocks in neuromorphic processors, with aims to execute spiking neural
network algorithms efficiently in terms of time and energy consumption. The RTD-LD neuron
can be set to emit light permanently, and a pulse is produced by a momentary increase, decrease
or deactivation in the emission. In a more power-efficient configuration, the neuron emits pulses
under a no-emission rest state. In all cases, the optical response is quantitatively characterized
by resorting to eye diagram methods and measuring the emission rest value, pulse amplitude,
FWHM and response delay. The fluctuating nature of the response is also quantified in terms
of the amplitude distortion and jitter times. By choosing the system parameters properly, the
FWHM (and thus, energy per spike) is minimized, as well as the jitter (which ensures a robust
response), but the delay response is maximized, reaching values of 50, 9 and 150 ps, respectively.
In particular, the FWHM provides a good notion of both the excitable pulse length and the



Research Article Vol. 12, No. 7 / 1 Jul 2022 / Optical Materials Express 2694

refractory time of the neuron’s response. However, a precise calculation of the refractory time
requires a different study, where two consecutive short, supra-threshold square voltage pulses are
injected into the neuron in order to find out the shortest time separation between said pulses for
which the neuron fires two distinct light pulses. Such study would involve a significant effort and
numerous simulations, given the parameters involved, types of excitable pulses and the noise in
the neuron.

Transmission of information between two optoelectronic neurons connected via a photodetector
is also demonstrated. In particular, the 50 ps short pulse is successfully propagated. The additional
input bias current injected into the LD allows to obtain the different types of pulses covered
in this work. However, this is not a practical choice in actual experiments and designs. By
adjusting the RTD epi-layers it is possible to get the peak and valley current values that fit the
requirements for the optimization of the performance of the RTD-LD nodes, thus avoiding the
need of extra-current sources.

Pulse propagation through a longer sequence of optoelectronic neurons is yet to be studied,
with aims to predicting the performance of spiking neural neural networks made of these neurons.
Given the all-or-none character of the RTD excitable response, the pulse is regenerated after
each RTD-LD node. It is worth noting that as a consequence of the stochastic character of the
nanoLD, the time when a given downstream neuron in the network fires a pulse is expected to
exhibit slight variations when studied over multiple simulations (or experiments). Indeed, an
approach towards a similar problem has already been carried out by Romeira et al., where a
single autaptic electronic neuron connected to itself via a delay line is considered [50]. Such a
system is modeled with a delayed differential equation but it is ultimately equivalent to an array
of multiple neurons connected in sequence. The pulse propagation is shown to be equivalent to
the random motion of a spatiotemporal localized structure in a finite, periodic, one-dimensional
layer, subjected to drift and Brownian motion, as a consequence of the inherent response delay
and noise, respectively.
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